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SMOOTH LOCAL RIGIDITY FOR HYPERBOLIC TORAL
AUTOMORPHISMS

BORIS KALININ, VICTORIA SADOVSKAYA, AND ZHENQI JENNYWANG

Abstract. We study the regularity of a conjugacy𝐻 between a hyperbolic toral auto-
morphism 𝐴 and its smooth perturbation 𝑓. We show that if𝐻 is weakly differentiable
then it is 𝐶1+Hölder and, if 𝐴 is also weakly irreducible, then 𝐻 is 𝐶∞. As a part of the
proof, we establish results of independent interest on Hölder continuity of a measur-
able conjugacy between linear cocycles over a hyperbolic system. As a corollary, we
improve regularity of the conjugacy to 𝐶∞ in prior local rigidity results.

1. Introduction and local rigidity results

The theory of dynamical systems with hyperbolic behavior is an important area of
smooth dynamics. Ergodic, topological, and smooth properties of such systems have
been extensively studied. The development of the theory began with uniformly hyper-
bolic systems such as geodesic flows of manifolds with negative sectional curvature,
hyperbolic automorphisms of tori and nilmanifoolds [A67], and hyperbolic sets and at-
tractors [Sm67]. The theory later expanded to partially hyperbolic and non-uniformly
hyperbolic systems. Hyperbolicity refers to exponential expansion under the iterates
in some directions and exponential contraction in other directions. The expansion
and contraction produce a rich and complex behavior of the system, often described as
chaotic. While individual trajectories are highly sensitive to small changes in the ini-
tial conditions, uniformly hyperbolic (Anosov) diffeomorphisms are stable as a whole,
that is, qualitatively similar to any small perturbation.
Hyperbolic automorphisms of tori are the prime examples of uniformly hyperbolic

dynamical systems. The action of a matrix 𝐴 ∈ 𝑆𝐿(𝑁, ℤ) on ℝ𝑁 induces an auto-
morphism of the torus 𝕋𝑁 = ℝ𝑁/ℤ𝑁 , which we denote by the same letter. An auto-
morphism 𝐴 is called hyperbolic, or Anosov, if the matrix has no eigenvalues on the
unit circle. In this case ℝ𝑁 = 𝐸𝑠 ⊕ 𝐸ᵆ, where 𝐸𝑠 and 𝐸ᵆ are the sums of generalized
eigenspaces corresponding to eigenvalues ofmoduli less than one and greater than one,
respectively. This yields the corresponding 𝐴-invariant splitting of the tangent bundle
of 𝕋𝑁 into the stable and unstable sub-bundles. The vectors in 𝐸𝑠 are exponentially
contracted by positive iterates of 𝐴, and those in 𝐸ᵆ are exponentially contracted by
negative iterates.
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One of the key properties of hyperbolic systems is structural stability. Any diffeo-
morphism 𝑓 of 𝕋𝑁 sufficiently 𝐶1-close to such an 𝐴 is also hyperbolic, more precisely,
the differential𝐷𝑓 preserves a continuous splitting 𝐸𝑠𝑓⊕𝐸ᵆ𝑓 of the tangent bundle close
to that of 𝐴 and with similar contraction properties. Moreover, 𝑓 is topologically con-
jugate to 𝐴 [A67], which means that there exists a homeomorphism 𝐻 of 𝕋𝑁 , called a
conjugacy, such that

(1.1) 𝐴 ∘ 𝐻 = 𝐻 ∘ 𝑓.
Such𝐻 is unique in a𝐶0 neighborhood of the identity. Also, any two conjugacies differ
by an affine automorphisms of 𝕋𝑁 commuting with 𝐴 [Wa70], and hence have the
same regularity. Although𝐻 is always bi-Hölder continuous, it is usually not even 𝐶1,
as there are various obstructions to smoothness. This is in sharp contrast with rigidity
for actions of larger groups, where often any perturbation, or even any smooth action,
is 𝐶∞ conjugate to an algebraic model.
In the classical case of a single system, the problem of establishing smoothness of

the conjugacy from some weaker assumptions has been extensively studied. It is often
described as local rigidity, in the sense that weak equivalence of 𝑓 and𝐴 implies strong
equivalence.
In dimension two, definitive results were obtained in [dlL87, dlLM88, dlL92]. For

hyperbolic automorphisms of 𝕋2, and more generally for Anosov diffeomorphisms of
𝕋2, 𝐶∞ smoothness of the conjugacy was obtained from absolute continuity of 𝐻 and
from equality of Lyapunov exponents of 𝐴 and 𝑓 at the periodic points.
The case of higher dimensional systems is much more complicated. In particular,

the problem of the exact level of regularity of𝐻 is subtle: for any 𝑘 ∈ ℕ and any 𝑁 ≥ 4
there exists a reducible hyperbolic automorphism𝐴 of 𝕋𝑁 and its analytic perturbation
𝑓 such that the conjugacy is 𝐶𝑘 but is not 𝐶𝑘+1 [dlL92]. We recall that 𝐴 is reducible
if it has a nontrivial rational invariant subspace or, equivalently, if its characteristic
polynomial is reducible over ℚ.
The two-dimensional results were extended in two directions. First, 𝐶∞ conjugacy

was obtained for systems that are conformal on full stable and unstable subspaces
under various periodic data assumptions which ensured that the perturbed system is
also conformal [dlL02, KS03, dlL04, KS09]. Second, for some classes of irreducible 𝐴,
equality of Lyapunov exponents or similarity of the periodic data were shown to imply
𝐶1+Hölder smoothness of 𝐻 [GG08, G08, GKS11, SaY19, GKS20, dW21]. Irreducibility
of 𝐴 is necessary for these results [dlL92, dlL02, G08]. Low smoothness of 𝐻 is due
to the method of the proof, which establishes regularity of 𝐻 along natural one or
two-dimensional 𝑓-invariant foliations of 𝕋𝑁 , whose leaves are typically only 𝐶1+Hölder

smooth. Nevertheless, Gogolev conjectured in [G08] that the regularity of𝐻 should be
close to that of 𝑓, and in particular if 𝑓 is 𝐶∞ then so is𝐻. Until now, the only progress
on higher regularity of 𝐻, outside of the conformal setting, was obtained for automor-
phisms of 𝕋3 with real spectrum in [G17]. We refer to [KSW22] for a more detailed
account of questions and developments in the area of local rigidity.
In this paper we establish general results on bootstrap of regularity of the conjugacy.

We show that for any hyperbolic automorphism 𝐴, if 𝐻 is weakly differentiable in a
certain sense then it is 𝐶1+Hölder and, if in addition 𝐴 is weakly irreducible, then 𝐻 is
𝐶∞. As a corollary, we improve the regularity of𝐻 from𝐶1+Hölder to𝐶∞ in the previous
local rigidity results for the irreducible case.
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Now we formulate our main results. We denote by𝑊 1,𝑞(𝕋𝑁) the Sobolev space of
𝐿𝑞 functions with 𝐿𝑞 weak partial derivatives of first order. We note that Lipschitz
functions are in𝑊 1,∞(𝕋𝑁).
The first result holds for an arbitrary hyperbolic automorphism without any irre-

ducibility assumption. We recall that while 𝐻 satisfying (1.1) is not unique, there is a
unique conjugacy𝐶0 close to the identity. This is𝐻 in the homotopy class of the identity
with 𝐻(𝑝) = 0, where 𝑝 is the fixed point of 𝑓 closest to 0.

Theorem 1.1. Let𝐴 be a hyperbolic automorphism of 𝕋𝑁 and let 𝑓 be a𝐶1+Hölder diffeo-
morphism of𝕋𝑁 which is𝐶1 close to𝐴. Suppose that for some conjugacy𝐻 between𝑓 and
𝐴, either𝐻 or𝐻−1 is in𝑊 1,𝑞(𝕋𝑁) with 𝑞 > 𝑁. Then𝐻 is a 𝐶1+Hölder diffeomorphism.
More precisely, there is a constant 𝛽0 = 𝛽0(𝐴), 0 < 𝛽0 ≤ 1, so that for any 0 < 𝛽′ < 𝛽0

there exist constants 𝛿 > 0 and 𝐾 > 0 such that for any 0 < 𝛽 ≤ 𝛽′ the following holds.
For any𝐶1+𝛽 diffeomorphism𝑓with ‖𝑓 − 𝐴‖𝐶1 < 𝛿, if some conjugacy between𝐴 and

𝑓, or its inverse, is in𝑊 1,𝑞(𝕋𝑁), 𝑞 > 𝑁, then any conjugacy is a 𝐶1+𝛽 diffeomorphism.
Moreover, for the conjugacy𝐻 that is 𝐶0 close to the identity,

(1.2) ‖𝐻 − 𝐼‖𝐶1+𝛽 ≤ 𝐾‖𝑓 − 𝐴‖𝐶1+𝛽 .

Remark 1.2. The assumption of being in 𝑊 1,𝑞 with 𝑞 > 𝑁 in this and in the next
theorem can be replaced with a slightly weaker one that we actually need for the proof:
either𝐻−1 is in𝑊 1,1 and its Jacoby matrix of partial derivatives is invertible and gives
the differential of 𝐻−1 for Lebesgue almost every point of 𝕋𝑁 , or the same holds for 𝐻
and 𝑓 preserves an absolutely continuous probability measure.

To formulate our result on 𝐶∞ smoothness of the conjugacy we introduce the no-
tion of weak irreducibility. Let ℝ𝑁 = ⊕𝜌𝑖𝐸𝑖 be the splitting where 𝐸𝑖 is the sum of
generalized eigenspaces of 𝐴 corresponding to the eigenvalues of modulus 𝜌𝑖, and let
̂𝐸𝑖 = ⊕𝜌𝑗≠𝜌𝑖𝐸𝑗 .We say that 𝐴 is weakly irreducible if each ̂𝐸𝑖 contains no nonzero el-

ements of ℤ𝑁 . This condition is weaker than irreducibility and holds for some 𝐴 with
Jordan blocks, see Section 3.3 for details.

Theorem1.3. Let𝐴 be aweakly irreducible hyperbolic automorphism of𝕋𝑁 . Then there
is a constant ℓ = ℓ(𝐴) ∈ ℕ so that for any 𝐶∞ diffeomorphism 𝑓 which is 𝐶ℓ close to
𝐴 the following holds. If for some conjugacy 𝐻 between 𝑓 and 𝐴 either 𝐻 or 𝐻−1 is in
the Sobolev space𝑊 1,𝑞(𝕋𝑁) with 𝑞 > 𝑁, then any conjugacy between 𝑓 and 𝐴 is a 𝐶∞

diffeomorphism.

The constant ℓ = ℓ(𝐴) is chosen sufficiently large to satisfy the inequalities (8.17).

Remark 1.4. While we state and prove the theorem for a 𝐶∞ perturbation 𝑓, the proof
works in the sameway for 𝑓 in𝐶𝑘, with 𝑘 ≥ ℓ(𝐴), yielding that𝐻 is𝐶𝑘−𝜖 for any 𝜖 > 0.

Applying Theorem 1.3 we improve the regularity of the conjugacy from 𝐶1+Hölder to
𝐶∞ in the strongest local rigidity results for irreducible toral setting [GKS11,GKS20]:

Corollary 1.5. Let 𝐴 ∶ 𝕋𝑁 → 𝕋𝑁 be an irreducible Anosov automorphism such that no
three of its eigenvalues have the same modulus. Let 𝑓 be a 𝐶∞ diffeomorphism which is
𝐶ℓ-close to 𝐴 such that the derivative 𝐷𝑝𝑓𝑛 is conjugate to 𝐴𝑛 whenever 𝑝 = 𝑓𝑛(𝑝). Then
𝑓 is 𝐶∞ conjugate to 𝐴.
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Corollary 1.6. Let 𝐴 ∶ 𝕋𝑁 → 𝕋𝑁 be an irreducible Anosov automorphism such that no
three of its eigenvalues have the same modulus and there are no pairs of eigenvalues of
the form 𝜆, −𝜆 or 𝑖𝜆, −𝑖𝜆, where 𝜆 ∈ ℝ. Let 𝑓 be a volume-preserving 𝐶∞ diffeomorphism
of 𝕋𝑁 sufficiently 𝐶ℓ-close to𝐴. If the Lyapunov exponents of 𝑓 with respect to the volume
are the same as the Lyapunov exponents of 𝐴, then 𝑓 is 𝐶∞ conjugate to 𝐴.

Now we briefly discuss our approaches. Our methods are different from those in
the previous local rigidity results. In particular, we prove smoothness of 𝐻 without
showing it first along invariant foliations.
To prove Theorem 1.1, we first establish results of independent interest on Hölder

continuity of ameasurable conjugacy between linear cocycles over a hyperbolic system.
These results are formulated and discussed in Section 2. In the proof of Theorem 1.1
we apply them to the conjugacy 𝐷𝐻 between the derivative cocycles 𝐷𝑓 and 𝐴. The
methods used yield only Hölder continuity of the conjugacy between the derivative
cocycles and hence only 𝐶1+𝛽 regularity of 𝐻. We note, however, that existence of
some Hölder conjugacy between the derivative cocycles 𝐷𝑓 and 𝐴 does not imply in
general that 𝐻 is 𝐶1. Indeed, if all eigenvalues of 𝐴 are simple with distinct moduli,
then conjugacy of 𝐷𝑝𝑓𝑛 and 𝐴𝑛, whenever 𝑝 = 𝑓𝑛(𝑝), always gives Hölder conjugacy
of the cocycles, but 𝐻 may not be 𝐶1 if 𝐴 is reducible.
To prove Theorem 1.3 we introduce new techniques which combine exponential

mixing of the unperturbed system with a KAM type iterative scheme. KAM methods
have been extensively used to study local rigidity, primarily for elliptic systems, such as
Diophantine translations of a torus. A method similar to KAM was used in [FM05] to
bootstrap regularity from finite to 𝐶∞ for isometric actions of property (T) groups. Hy-
perbolic systems are very different from the elliptic ones. In particular, the linearized
conjugacy equation in our case is a cohomological equation twisted by a hyperbolic
matrix. In contrast to the elliptic case, this creates obstructions to solving the equation
by sufficiently smooth functions. Closest to our setting, KAM techniques were used
in [DKt10] to prove 𝐶∞ local rigidity for some ℤ2 actions by partially hyperbolic toral
automorphisms. In [DKt10] the structure of ℤ2 action was used in an essential way
to show vanishing of the obstructions. We instead use the existence of a 𝐶1+𝛽 conju-
gacy𝐻 given by Theorem 1.1. In our context of a hyperbolic twist, 𝐶1+𝛽 regularity was
not sufficient for the previously known methods of analyzing the obstructions. One
of our key innovations is splitting the linearized equation and using corresponding di-
rectional derivatives to “balance” the twists, see remarks after Theorem 7.4 for details.
Relating Fourier coefficients of a function and its directional derivatives is the only
place where we use weak irreducibility of 𝐴. However, the estimates of the error term
in our setting create difficulties in establishing convergence of the iterative procedure,
which we overcome in Section 8.
The paper is structured as follows. In Section 2 we formulate our results on con-

tinuity of a measurable conjugacy between linear cocycles over a hyperbolic system,
Theorems 2.1 and 2.2. These theorems are proved in Sections 4 and 5, respectively.
In Section 3 we summarize basic notations and facts used throughout the paper. In
Section 6 we prove Theorem 1.1. In Section 7 we obtain the main result on solving
a twisted cohomological equation over 𝐴, and in Section 8 we complete the proof of
Theorem 1.3.
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2. Results on continuity of conjugacy between linear cocycles

In this section we consider linear cocycles over a transitive Anosov diffeomorphism
𝑓 of a compact connected manifoldℳ. We recall that 𝑓 is Anosov if there exist a split-
ting of the tangent bundle 𝑇ℳ into a direct sum of two 𝐷𝑓-invariant continuous sub-
bundles ̃𝐸𝑠 and ̃𝐸ᵆ, a Riemannianmetric onℳ, and continuous functions 𝜈 and ̂𝜈 such
that
(2.1) ‖𝐷𝑓𝑥(𝐯𝑠)‖ < 𝜈(𝑥) < 1 < ̂𝜈(𝑥) < ‖𝐷𝑓𝑥(𝐯ᵆ)‖
for any 𝑥 ∈ ℳ and any unit vectors 𝐯𝑠 ∈ ̃𝐸𝑠(𝑥) and 𝐯ᵆ ∈ ̃𝐸ᵆ(𝑥). The diffeomorphism
is transitive if there is a point 𝑥 ∈ ℳ with dense orbit. All known examples satisfy this
property.
Let 𝐴 be a map fromℳ to 𝐺𝐿(𝑁,ℝ). The 𝐺𝐿(𝑁,ℝ)-valued cocycle over 𝑓 generated

by 𝐴 is the map 𝒜 ∶ 𝑋 × ℤ → 𝐺𝐿(𝑁,ℝ) defined by 𝒜(𝑥, 0) = Id and for 𝑛 ∈ ℕ,
𝒜(𝑥, 𝑛) = 𝒜𝑛

𝑥 = 𝐴(𝑓𝑛−1𝑥) ∘ ⋯ ∘ 𝐴(𝑥) and 𝒜(𝑥,−𝑛) = 𝒜−𝑛
𝑥 = (𝒜𝑛

𝑓−𝑛𝑥)−1.
We say that a 𝐺𝐿(𝑑,ℝ)-valued cocycle 𝒜 is 𝛽-Hölder continuous if there exists a

constant 𝑐 such that
𝑑(𝒜𝑥, 𝒜𝑦) ≤ 𝑐 dist(𝑥, 𝑦)𝛽 for all 𝑥, 𝑦 ∈ ℳ,

where the metric 𝑑 on 𝐺𝐿(𝑁,ℝ) is given by
𝑑(𝐴, 𝐵) = ‖𝐴 − 𝐵‖ + ‖𝐴−1 − 𝐵−1‖, where ‖ . ‖ is the operator norm.

More generally, we consider linear cocycles defined as follows. Let 𝑃 ∶ 𝐸 → ℳ be a
finite dimensional 𝛽-Hölder vector bundle overℳ. A continuous linear cocycle over 𝑓
is a homeomorphism 𝒜 ∶ 𝐸 → 𝐸 such that

𝑃 ∘ 𝒜 = 𝑓 ∘ 𝑃 and 𝒜𝑥 ∶ 𝐸𝑥 → 𝐸𝑓𝑥 is a linear isomorphism for each 𝑥 ∈ ℳ.
The linear cocycle𝒜 is called 𝛽-Hölder if𝒜𝑥 depends 𝛽-Hölder on 𝑥, with proper iden-
tification of fibers at nearby points. A detailed description of this setting is given in
Section 2.2 of [KS13].
The differential of 𝑓 and its restrictions to invariant sub-bundles of 𝑇ℳ, such as ̃𝐸𝑠

and ̃𝐸ᵆ, are prime examples of linear cocycles.
We say that a 𝛽-Hölder cocycle𝒜 over anAnosov diffeomorphism 𝑓 is fiber bunched

if there exist numbers 𝜃 < 1 and 𝑐 such that for all 𝑥 ∈ ℳ and 𝑛 ∈ ℕ,
(2.2) ‖𝒜𝑛

𝑥‖ ⋅ ‖(𝒜𝑛
𝑥 )−1‖ ⋅ (𝜈𝑛𝑥 )𝛽 < 𝑐 𝜃𝑛 and ‖𝒜−𝑛

𝑥 ‖ ⋅ ‖(𝒜−𝑛
𝑥 )−1‖ ⋅ ( ̂𝜈−𝑛𝑥 )𝛽 < 𝑐 𝜃𝑛,

where 𝜈𝑛𝑥 = 𝜈(𝑓𝑛−1𝑥)⋯𝜈(𝑥) and ̂𝜈−𝑛𝑥 = ( ̂𝜈(𝑓−𝑛𝑥))−1⋯( ̂𝜈(𝑓−1𝑥))−1.
Let 𝜇 be an ergodic 𝑓-invariant measure onℳ. We denote by 𝜆+(𝒜, 𝜇) and 𝜆−(𝒜, 𝜇)

the largest and smallest Lyapunov exponents of 𝒜 with respect to 𝜇 given by the Os-
eledets Multiplicative Ergodic Theorem. For 𝜇 almost all 𝑥 ∈ ℳ, they equal the limits
(2.3) 𝜆+(𝒜, 𝜇) = lim

𝑛→∞
𝑛−1 ln ‖𝒜𝑛

𝑥‖ and 𝜆−(𝒜, 𝜇) = lim
𝑛→∞

𝑛−1 ln ‖(𝒜𝑛
𝑥 )−1‖−1.

We say that a cocycle𝒜 has one exponent if for every 𝑓-periodic point 𝑝 the invariant
measure 𝜇𝑝 on its orbit satisfies 𝜆+(𝒜, 𝜇𝑝) = 𝜆−(𝒜, 𝜇𝑝). By Theorem 1.4 in [K11], this
condition is equivalent to

𝜆+(𝒜, 𝜇) = 𝜆−(𝒜, 𝜇) for every ergodic 𝑓-invariant measure.
We note that if 𝒜 has one exponent, then it is fiber bunched [S15, Corollary 4.2].
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For 𝐺𝐿(𝑁,ℝ) cocycles 𝒜 and ℬ over 𝑓, a (measurable or continuous) function 𝒞 ∶
ℳ → 𝐺𝐿(𝑁,ℝ) such that

𝒜𝑥 = 𝒞(𝑓𝑥)ℬ𝑥 𝒞(𝑥)−1 for all 𝑥 ∈ ℳ

is called a (measurable or continuous) conjugacy or transfer map between 𝒜 and ℬ.
For linear cocycles𝒜,ℬ ∶ 𝐸 → 𝐸 a conjugacy is defined similarly with 𝒞(𝑥) ∈ 𝐺𝐿(𝐸𝑥).
The question whether a measurable conjugacy between two cocycles is continu-

ous has been studied in [PaP97, Pa99, Sch99, S13, S15]. An example in [PW01] shows
that a measurable conjugacy between two fiber bunched 𝐺𝐿(2, ℝ)-valued cocycles is
not necessarily continuous, moreover, the generators of the cocycles in this example
can be chosen arbitrarily close to the identity. Continuity of a measurable conjugacy
was proven for cocycles with values in a compact group [PaP97,Pa99] and, somewhat
more generally for cocycles with bounded distortion [Sch99], for 𝐺𝐿(2, ℝ)-valued co-
cycles with one exponent [S13], and for𝐺𝐿(𝑁,ℝ)-valued cocycles such that one is fiber
bunched and the other one is uniformly quasiconformal [S15]. The result in [S13] re-
lied on two-dimensionality, and the uniform quasiconformality assumption in [S15]
is much stronger than having one exponent. Theorem 2.1 establishes continuity of a
measurable conjugacy between a fiber bunched cocycle and a cocycle with one expo-
nent.

Theorem 2.1. Let 𝑓 be a transitive𝐶1+Hölder Anosov diffeomorphism of a compact man-
ifoldℳ, and let 𝒜 and ℬ be 𝛽-Hölder linear cocycles over 𝑓. Suppose that 𝒜 has one
exponent andℬ is fiber bunched.
Let 𝜇 be an ergodic 𝑓-invariant measure on ℳ with full support and local product

structure. Then any 𝜇-measurable conjugacy between 𝒜 and ℬ is 𝛽-Hölder continuous,
i.e., coincides with a 𝛽-Hölder continuous conjugacy on a set of full measure.

As we mentioned above, continuity of a measurable conjugacy does not hold in
general if 𝒜 has more than one exponent, however, we prove it in a special case of
a constant 𝒜. Moreover, we obtain an estimate of the 𝛽-Hölder constant 𝐾𝛽(𝒞) of the
conjugacy 𝒞 in terms of the 𝛽-Hölder constant of ℬ.

Theorem2.2. Let𝑓 and𝜇 be as inTheorem 2.1, and let𝒜 be a constant𝐺𝐿(𝑁,ℝ)-valued
cocycle over 𝑓. Then for anyHölder continuous𝐺𝐿(𝑁,ℝ)-valued cocycleℬ sufficiently𝐶0

close to𝒜, any 𝜇-measurable conjugacy between𝒜 andℬ is Hölder continuous.
More specifically, there exists a constant 𝛽0(𝐴, 𝑓) so that the following holds. For any

0 < 𝛽′ < 𝛽0(𝐴, 𝑓) there is 𝛿 > 0 and 𝑘 > 0 such that for any 0 < 𝛽 ≤ 𝛽′ and any
𝛽-Hölder 𝐺𝐿(𝑁,ℝ)-valued cocycle ℬ over 𝑓 with ‖ℬ𝑥 − 𝐴‖𝐶0 < 𝛿, any 𝜇-measurable
conjugacy 𝒞 between𝒜 andℬ is 𝛽-Hölder and its 𝛽-Hölder constant satisfies

(2.4) 𝐾𝛽(𝒞) ≤ 𝑘 ‖𝒞‖𝐶0 𝐾𝛽(ℬ) and 𝐾𝛽(𝒞−1) ≤ 𝑘 ‖𝒞−1‖𝐶0 𝐾𝛽(ℬ).

The constant 𝛽0(𝐴, 𝑓) is explicitly given by (5.4) in Section 5.

3. Basic notations and facts

3.1. Norms and Hölder constants. For 𝑟 ∈ ℕ ∪ {0} we use ‖⋅‖𝐶𝑟 for the 𝐶𝑟 norm of
functions with continuous derivatives up to order 𝑟 on 𝕋𝑁 .
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For a 𝛽-Hölder function 𝑔, 0 < 𝛽 ≤ 1, we denote its 𝛽-Hölder constant, or Hölder
seminorm, by

𝐾𝛽(𝑔) = ‖𝑔‖𝐶0,𝛽
def= sup { |𝑔(𝑥) − 𝑔(𝑦)| 𝑑(𝑥, 𝑦)−𝛽 ∶ 𝑥 ≠ 𝑦 ∈ 𝕋𝑁 } < ∞.

We denote by 𝐶1,𝛽 or 𝐶1+𝛽 the space of functions with 𝛽-Hölder first derivative with
norm

‖𝑓‖𝐶1+𝛽
def= ‖𝑓‖𝐶1 + 𝐾𝛽(𝐷𝑓).

3.2. Invariant subspaces. For 𝐴 ∈ 𝐺𝐿(𝑁,ℝ) let 𝜌1 < ⋯ < 𝜌𝐿 be the distinct moduli
of its eigenvalues and let

(3.1) ℝ𝑁 = 𝐸1 ⊕⋯⊕𝐸𝐿

be the corresponding 𝐴-invariant splitting, where 𝐸𝑖 is the direct sum of generalized
eigenspaces corresponding to the eigenvalues with modulus 𝜌𝑖. We also denote

(3.2) ̂𝐸𝑖 def= ⊕𝜌𝑗≠𝜌𝑖𝐸𝑗 , 𝐴𝑖 = 𝐴|𝐸𝑖 ∶ 𝐸𝑖 → 𝐸𝑖, and 𝑁 𝑖 = dim𝐸𝑖.

For the Euclidean norm on ℝ𝑁 there is a constant 𝐾𝐴 such that for each 𝑖 we have
(3.3) ‖𝐴𝑚𝑖 ‖ ≤ 𝐾𝐴 𝜌𝑚𝑖 (|𝑚| + 1)𝑁 for all𝑚 ∈ ℤ.
Also, for any 𝜖 > 0 there is an “adapted” inner product on ℝ𝑁 such that the direct sum
⊕𝐸𝑖 is orthogonal and for each 1 ≤ 𝑖 ≤ 𝐿,
(3.4) (𝜌𝑖 − 𝜖)𝑚 ≤ ‖𝐴𝑚

𝑖 𝑢‖ ≤ (𝜌𝑖 + 𝜖)𝑚 for any unit vector 𝑢 ∈ 𝐸𝑖 and any𝑚 ∈ ℤ.
If 𝐴 is hyperbolic then 𝜌𝑖0 < 1 < 𝜌𝑖0+1 for some 1 ≤ 𝑖0 < 𝐿, and we define the stable
and unstable subspaces of 𝐴 as

𝐸𝑠 def= ⊕𝜌𝑖<1𝐸𝑖 and 𝐸ᵆ def= ⊕𝜌𝑖>1𝐸𝑖.

3.3. Weak irreducibility. Recall that𝐺𝐿(𝑁, ℤ) denotes the integer matrices with de-
terminant ±1. We say that 𝐴 ∈ 𝐺𝐿(𝑁, ℤ) is weakly irreducible if each ̂𝐸𝑖 contains no
nonzero elements of ℤ𝑁 . Irreducibility over ℚ implies weak irreducibility. Indeed, if
there is a nonzero integer point 𝑛 ∈ ̂𝐸𝑖 then 𝑠𝑝𝑎𝑛{𝐴𝑚𝑛 ∶ 𝑚 ∈ ℤ} ⊂ ̂𝐸𝑖 is a nontrivial
rational invariant subspace. In fact, weak irreducibility is determined by the charac-
teristic polynomial of 𝐴 as follows.

Lemma 3.1. A matrix 𝐴 ∈ 𝐺𝐿(𝑁, ℤ) is weakly irreducible if and only if there is a set
Δ ⊂ ℝ so that for each irreducible over ℚ factor of the characteristic polynomial of 𝐴 the
set of moduli of its roots equals Δ.

Proof. Let𝐴∈𝐺𝐿(𝑁, ℤ), let 𝑝𝐴 be its characteristic polynomial, and let 𝑝𝐴=∏
𝐾
𝑘=1 𝑝

𝑑𝑘
𝑘

be its prime decomposition over ℚ. Then we have the corresponding splitting ℝ𝑁 =
⊕𝑉 𝑘 into rational 𝐴-invariant subspaces 𝑉 𝑘 = ker 𝑝𝑑𝑘𝑘 (𝐴). We also have the (non-
rational) 𝐴-invariant splitting (3.1), and we set Δ = {𝜌1, . . . , 𝜌𝐿}. We will show that 𝐴 is
weakly irreducible if and only if Δ is the set of moduli of the roots for each 𝑝𝑘.
If for some 𝜌𝑖 ∈ Δ and 𝑘 ∈ {1, . . . , 𝐾} no root of the irreducible polynomial 𝑝𝑘

has modulus 𝜌𝑖, then 𝑉 𝑘 ⊂ ̂𝐸𝑖. Hence 𝐴 is not weakly irreducible as 𝑉 𝑘 is a rational
subspace and hence it contains nonzero points of ℤ𝑁 .
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Conversely, suppose each 𝑝𝑘 has Δ as the set of moduli of its roots. Suppose that for
some 𝑖 there is 0 ≠ 𝑛 ∈ (ℤ𝑁 ∩ ̂𝐸𝑖). Then for some 𝑘 its projection 𝑛𝑘 to 𝑉 𝑘 is a nonzero
rational vector. We note that 𝑛𝑘 ∈ ̂𝐸𝑖 as ̂𝐸𝑖 = ⊕𝑘( ̂𝐸𝑖 ∩ 𝑉 𝑘). Then

𝑊 = 𝑠𝑝𝑎𝑛{𝐴𝑚𝑛𝑘 ∶ 𝑚 ∈ ℤ}

is a rational 𝐴-invariant subspace contained in ̂𝐸𝑖 ∩ 𝑉 𝑘. Then the characteristic poly-
nomial of 𝐴|𝑊 is a power of 𝑝𝑘 and hence𝑊 contains an eigenvector with eigenvalue
of modulus 𝜌𝑖 ∈ Δ. Thus 𝑊 ∩ 𝐸𝑖 ≠ 0, contradicting 𝑊 ⊂ ̂𝐸𝑖. Thus 𝐴 is weakly
irreducible. □

It follows from the lemma that if 𝐴 is irreducible or weakly irreducible then the
following matrices are weakly irreducible

( 𝐴 0
0 𝐴 ) and ( 𝐴 I

0 𝐴 ) .

These matrices are not irreducible and the latter is not diagonalizable.

4. Proof of Theorem 2.1

Let 𝑓 be a transitive𝐶1+Hölder Anosov diffeomorphism of a compact manifoldℳ, let
𝐸 be a 𝛽-Hölder vector bundle overℳ, and letℱ ∶ 𝐸 → 𝐸 be a 𝛽-Hölder linear cocycle
over 𝑓.
In Section 4.1 we recall the definition and properties of holonomies for linear cocy-

cles, in Section 4.2 we prove a preliminary results on twisted cocycles, and in Section
4.3 we give a proof of Theorem 2.1.

4.1. Holonomies of fiber bunched linear cocycles. The notion of holonomies for
linear cocycle was introduced in [BV04,V08]. Existence of holonomies was proved in
[V08,ASV13] under a stronger “one-step” fiber bunching condition and then extended
to bundle setting and weaker fiber bunching (2.2) in [KS13,S15].

Proposition 4.1. Letℱ be a 𝛽-Hölder fiber bunched linear cocycle over (ℳ, 𝑓). Then for
every 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊 𝑠(𝑥) the limit

(4.1) ℋ𝑠
𝑥,𝑦 = ℋℱ,𝑠

𝑥,𝑦 = lim
𝑛→∞

(ℱ𝑛
𝑦 )−1 ∘ ℱ𝑛

𝑥 ,

called the stable holonomy, exists and satisfies
(H1) ℋ𝑠

𝑥,𝑦 is an invertible linear map from 𝐸𝑥 to 𝐸𝑦;
(H2) ℋ𝑠

𝑥,𝑥 = Id and ℋ𝑠
𝑦, 𝑧 ∘ ℋ𝑠

𝑥, 𝑦 = ℋ𝑠
𝑥,𝑧, and hence (ℋ𝑠

𝑥,𝑦)−1 = ℋ𝑠
𝑦,𝑥;

(H3) ℋ𝑠
𝑥,𝑦 = (ℱ𝑛

𝑦 )−1 ∘ ℋ𝑠
𝑓𝑛𝑥,𝑓𝑛𝑦 ∘ ℱ𝑛

𝑥 for all 𝑛 ∈ ℕ;
(H4) ‖ℋ𝑠

𝑥,𝑦 − Id ‖ ≤ 𝑐 ⋅ 𝑑(𝑥, 𝑦)𝛽, where 𝑐 is independent of 𝑥 and 𝑦 ∈ 𝑊𝑠
loc(𝑥).

4.2. Twisted cocycles. In this section we study the coboundary equation over 𝑓
twisted by a 𝛽-Hölder linear cocycle ℱ ∶ 𝐸 → 𝐸. We will use its main result, Proposi-
tion 4.3, in the inductive process in the proof of Theorem 2.1.
Let 𝜙, 𝜂 ∶ ℳ → 𝐸 be sections of the bundle 𝐸 overℳ. We consider the equation

(4.2) 𝜂(𝑥) = 𝜙(𝑥) + (ℱ𝑥)−1(𝜂(𝑓𝑥)) equivalently 𝜙(𝑥) = 𝜂(𝑥) − (ℱ𝑥)−1(𝜂(𝑓𝑥)).
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Iterating (4.2) and denoting ℱ𝑛
𝑥 = ℱ𝑓𝑛−1𝑥 ∘ ⋯ ∘ ℱ𝑓𝑥 ∘ ℱ𝑥 ∶ 𝐸𝑥 → 𝐸𝑓𝑛𝑥 we obtain

𝜂(𝑥) = 𝜙(𝑥) + (ℱ𝑥)−1(𝜂(𝑓𝑥)) = 𝜙(𝑥) + (ℱ𝑥)−1[𝜙(𝑓𝑥) + ℱ𝑓𝑥(𝜂(𝑓2𝑥))] = . . .
= 𝜙(𝑥) + (ℱ𝑥)−1(𝜙(𝑓𝑥)) +⋯+ (ℱ𝑛−1

𝑥 )−1(𝜙(𝑓𝑛−1𝑥)) + (ℱ𝑓𝑛−1𝑥)−1(𝜂(𝑓𝑛𝑥)).
Thus
(4.3) 𝜂(𝑥) = Φ𝑛(𝑥) + (ℱ𝑓𝑛−1𝑥)−1(𝜂(𝑓𝑛𝑥)), where

Φ𝑛(𝑥) = 𝜙(𝑥) + (ℱ𝑥)−1(𝜙(𝑓𝑥)) +⋯+ (ℱ𝑛−1
𝑥 )−1(𝜙(𝑓𝑛−1𝑥)) ∈ 𝐸𝑥.

We say that ℱ is uniformly bounded if there exists 𝐾 such that ‖ℱ𝑛
𝑥 ‖ ≤ 𝐾 for all

𝑥 ∈ ℳ and 𝑛 ∈ ℤ. A 𝛽-Hölder bounded cocycle is fiber-bunched and hence it has
stable holonomiesℋ𝑠

𝑥,𝑦 ∶ 𝐸𝑥 → 𝐸𝑦 where 𝑦 ∈ 𝑊 𝑠(𝑥).
Lemma 4.2. Suppose that 𝜙 is a 𝛽-Hölder section and that ℱ is a uniformly bounded
𝛽-Hölder cocycle. Then for any 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊 𝑠(𝑥) the following limit exists

Φ𝑠
𝑥,𝑦 = lim

𝑛→∞
(Φ𝑛(𝑥) −ℋ𝑠

𝑦,𝑥Φ𝑛(𝑦)) =
∞
∑
𝑘=0

[ (ℱ𝑘
𝑥 )−1(𝜙(𝑓𝑘𝑥)) −ℋ𝑠

𝑦,𝑥(ℱ𝑘
𝑦 )−1(𝜙(𝑓𝑘𝑦)) ]

and satisfies ‖Φ𝑠
𝑥,𝑦‖ ≤ 𝐾′𝑑(𝑥, 𝑦)𝛽 with uniform 𝐾′ for all 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊𝑠

𝑙𝑜𝑐(𝑥).
The result holds if instead of being uniformly bounded ℱ satisfies the following.

There exist numbers 𝜃 < 1 and 𝐿 such that for all 𝑥 ∈ ℳ and 𝑛 ∈ ℕ,
‖(ℱ𝑛

𝑥 )−1‖ ⋅ (𝜈𝑛𝑥 )𝛽 < 𝐿𝜃𝑛.

Proof. For all 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊𝑠
𝑙𝑜𝑐(𝑥) we have 𝑑(𝑓𝑘𝑥, 𝑓𝑘𝑦) ≤ 𝜈𝑘𝑥 𝑑(𝑥, 𝑦). As 𝜙 is

𝛽-Hölder we obtain
‖𝜙(𝑓𝑘𝑥) − 𝜙(𝑓𝑘𝑦)‖ ≤ 𝐾1(𝜈𝑘𝑥𝑑(𝑥, 𝑦))𝛽,

and sinceℋ𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥 is 𝛽-Hölder close to identity by (ℋ4), we have

‖𝜙(𝑓𝑘𝑥) −ℋ𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥𝜙(𝑓𝑘𝑦)‖ ≤ 𝐾2(𝜈𝑘𝑥 𝑑(𝑥, 𝑦))𝛽.

By uniform boundedness of ℱ we have ‖(ℱ𝑘
𝑥 )−1‖ ≤ 𝐾, and by continuity of 𝜙 we

have sup𝑥 ‖𝜙(𝑥)‖ ≤ 𝐾3. Therefore,

Φ𝑛(𝑥)−ℋ𝑠
𝑦,𝑥Φ𝑛(𝑦) =

𝑛−1
∑
𝑘=0

(ℱ𝑘
𝑥 )−1(𝜙(𝑓𝑘𝑥))−(ℋ𝑠

𝑦,𝑥∘(ℱ𝑘
𝑦 )−1∘ℋ𝑠

𝑓𝑘𝑥,𝑓𝑘𝑦)(ℋ
𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥𝜙(𝑓𝑘𝑦)).

Sinceℋ𝑠
𝑦,𝑥 ∘ (ℱ𝑘

𝑦 )−1 ∘ ℋ𝑠
𝑓𝑘𝑥,𝑓𝑘𝑦 = (ℱ𝑘

𝑥 )−1 by (ℋ3), the 𝑘𝑡ℎ term in the sum equals

(ℱ𝑘
𝑥 )−1(𝜙(𝑓𝑘𝑥)) − (ℱ𝑘

𝑥 )−1(ℋ𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥𝜙(𝑓𝑘𝑦)) = (ℱ𝑘

𝑥 )−1 [𝜙(𝑓𝑘𝑥) −ℋ𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥𝜙(𝑓𝑘𝑦)],

and we estimate
‖(ℱ𝑘

𝑥 )−1 [𝜙(𝑓𝑘𝑥) −ℋ𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥𝜙(𝑓𝑘𝑦)] ‖ ≤ ‖(ℱ𝑘

𝑥 )−1‖ ⋅ ‖𝜙(𝑓𝑘𝑥) −ℋ𝑠
𝑓𝑘𝑦,𝑓𝑘𝑥𝜙(𝑓𝑘𝑦)‖

≤ ‖(ℱ𝑘
𝑥 )−1‖ ⋅ 𝐾2(𝜈𝑘𝑥 𝑑(𝑥, 𝑦))𝛽 ≤ 𝐾𝐾2 𝜃𝑘𝑑(𝑥, 𝑦)𝛽 for some 𝜃 < 1.

Hence the series converges and

‖Φ𝑛(𝑥) −ℋ𝑠
𝑦,𝑥Φ𝑛(𝑦)‖ ≤

𝑛−1
∑
𝑘=0

𝐾𝐾2 𝜃𝑘𝑑(𝑥, 𝑦)𝛽 ≤ 𝐾′𝑑(𝑥, 𝑦)𝛽,

so the limit Φ𝑠
𝑥,𝑦 satisfies ‖Φ𝑠

𝑥,𝑦‖ ≤ 𝐾′𝑑(𝑥, 𝑦)𝛽. □
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Proposition 4.3. Let ℱ be a 𝛽-Hölder uniformly bounded cocycle over an Anosov dif-
feomorphism 𝑓 (or a hyperbolic system). Let 𝜇 be an ergodic 𝑓-invariant measure onℳ
with full support and local product structure.
Let 𝜙 ∶ ℳ → 𝐸 be a 𝛽-Hölder section, and let 𝜂 ∶ ℳ → 𝐸 be a 𝜇-measurable section

satisfying (4.2). Then 𝜂 is 𝛽-Hölder and
𝜂(𝑥) = ℋ𝑠

𝑦,𝑥 𝜂(𝑦) + Φ𝑠
𝑥,𝑦 for all 𝑥 ∈ 𝑋 and 𝑦 ∈ 𝑊 𝑠(𝑥).

Proof. Let 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊 𝑠(𝑥). Using equation (4.3) for 𝜂(𝑥) and 𝜂(𝑦) we obtain
𝜂(𝑥) −ℋ𝑠

𝑦,𝑥 𝜂(𝑦) = Φ𝑛(𝑥) −ℋ𝑠
𝑦,𝑥Φ𝑛(𝑦) + Δ𝑛,

where
Δ𝑛 = (ℱ𝑓𝑛−1𝑥)−1(𝜂(𝑓𝑛𝑥)) −ℋ𝑠

𝑦,𝑥(ℱ𝑓𝑛−1𝑦)−1(𝜂(𝑓𝑛𝑦)).
By Lemma 4.2, (Φ𝑛(𝑥) −ℋ𝑠

𝑦,𝑥Φ𝑛(𝑦)) converges to Φ𝑠
𝑥,𝑦.

Nowwe show that ‖Δ𝑛‖ → 0 along a subsequence for all 𝑥, 𝑦 in a set of full measure.
First we note that by property (ℋ3) we haveℋ𝑠

𝑦,𝑥(ℱ𝑓𝑛−1𝑦)−1 = (ℱ𝑓𝑛−1𝑥)−1 ∘ℋ𝑠
𝑓𝑛𝑦,𝑓𝑛𝑥.

Hence

Δ𝑛 = (ℱ𝑓𝑛−1𝑥)−1 (𝜂(𝑓𝑛𝑥) −ℋ𝑠
𝑓𝑛𝑦,𝑓𝑛𝑥(𝜂(𝑓𝑛𝑦))) = (ℱ𝑓𝑛−1𝑥)−1(Δ′𝑛),

where Δ′𝑛 = 𝜂(𝑓𝑛𝑥) −ℋ𝑠
𝑓𝑛𝑦,𝑓𝑛𝑥(𝜂(𝑓𝑛𝑦)). By uniform boundedness of ℱ we obtain

‖Δ𝑛‖ ≤ ‖(ℱ𝑓𝑛−1𝑥)−1‖ ⋅ ‖Δ′𝑛‖ ≤ 𝐾‖Δ′𝑛‖.
Since the section 𝜂 ∶ ℳ → 𝐸 is 𝜇-measurable, by Lusin’s theorem there exists a com-
pact set 𝑆 ⊂ ℳ with 𝜇(𝑆) > 1/2 such that 𝜂 is uniformly continuous and hence
bounded on 𝑆. Let 𝑌 be the set of points inℳ for which the frequency of visiting 𝑆
equals 𝜇(𝑆). By Birkhoff Ergodic Theorem, 𝜇(𝑌) = 1.
If 𝑥, 𝑦 ∈ 𝑌 , there exists a subsequence 𝑛𝑖 → ∞ such that such that 𝑓𝑛𝑖𝑥, 𝑓𝑛𝑖𝑦 ∈ 𝑆

for all 𝑖. Since 𝑦 ∈ 𝑊 𝑠(𝑥), 𝑑(𝑓𝑛𝑖𝑥, 𝑓𝑛𝑖𝑦) → 0 and henceΔ′𝑛𝑖 → 0 by uniform continuity
and boundedness of 𝜂 on 𝑆 and property (ℋ4) ofℋ𝑠. Thus Δ𝑛𝑖 → 0 and we obtain that

𝜂(𝑥) = ℋ𝑠
𝑦,𝑥 𝜂(𝑦) + Φ𝑠

𝑥,𝑦 for all 𝑥, 𝑦 ∈ 𝑌 with 𝑦 ∈ 𝑊 𝑠(𝑥).
Since Φ𝑠

𝑥,𝑦 is 𝛽-Hölder on𝑊𝑠
loc(𝑥) by Lemma 4.2, we conclude that

‖𝜂(𝑥) −ℋ𝑠
𝑦,𝑥 𝜂(𝑦)‖ ≤ 𝐾′𝑑(𝑥, 𝑦)𝛽 for all 𝑥, 𝑦 ∈ 𝑌 with 𝑦 ∈ 𝑊 𝑠(𝑥).

Sinceℋ𝑠
𝑥,𝑦 is𝛽-Hölder by property (ℋ4), thismeans that 𝜂 is essentially𝛽-Hölder along

𝑊𝑠
loc(𝑥).
Similar arguments for 𝑦 ∈ 𝑊ᵆ

𝑙𝑜𝑐(𝑥) show that 𝜂 is also essentially 𝛽-Hölder along
𝑊ᵆ
𝑙𝑜𝑐(𝑥). Hence 𝜂 is 𝛽-Hölder by the local product structure of 𝜇 and of the stable and

unstable manifolds. □

4.3. Proof of Theorem 2.1. For convenience, by taking inverse, we will work with a
conjugacy 𝒞 satisfying
(4.4) ℬ𝑥 = 𝒞(𝑓𝑥)𝒜𝑥 𝒞(𝑥)−1.
First we observe that since 𝜆+(𝒜, 𝜇) = 𝜆−(𝒜, 𝜇) and ℬ is 𝜇-measurably conjugate to
𝒜, the following lemma implies that

𝜆+(ℬ, 𝜇) = 𝜆−(ℬ, 𝜇).
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Lemma 4.4. Let 𝜇 be an ergodic 𝑓-invariant measure. If 𝒞 is a 𝜇-measurable conjugacy
between cocycles 𝒜 and ℬ, then for 𝜇 a.e. 𝑥 and for each vector 0 ≠ 𝑢 ∈ 𝐸𝑥 the forward
(resp. backward) Lyapunov exponent of 𝑢 under𝒜 equals that of 𝒞𝑥(𝑢) underℬ.
Proof. We fix a set of positive measure 𝑌 ⊆ ℳ such that for some 𝐾 we have ‖𝒞𝑥‖ ≤ 𝐾
and ‖(𝒞𝑥)−1‖ ≤ 𝐾 for all 𝑥 ∈ 𝑌 . Then we choose an 𝑓-invariant set of full measure
𝑋 ⊆ ℳ such that for every 𝑥 ∈ 𝑋

(i) the forward and backward Lyapunov exponents under both 𝒜 and ℬ exist for
each nonzero vector 𝑣 ∈ 𝐸𝑥, and

(ii) the frequency of visiting 𝑌 under both forward and backward iterates of 𝑓
equals 𝜇(𝑌) > 0.

For every 𝑥 ∈ 𝑋 , 0 ≠ 𝑢 ∈ 𝐸𝑥, and 𝑛 ∈ ℤ we have
𝑛−1 ln ‖ℬ𝑛

𝑥 (𝒞𝑥(𝑢))‖ = 𝑛−1 ln ‖𝒞𝑓𝑛𝑥(𝒜𝑛
𝑥 (𝑢))‖.

The limit of the left hand side as 𝑛 → ∞ (resp. 𝑛 → −∞) is the forward (resp. back-
ward) Lyapunov exponent of𝒞𝑥(𝑢) underℬ. On the other hand, by the choice of 𝑌 , the
limit of the right hand side along a subsequence 𝑛𝑖 → ∞ (resp. 𝑛𝑖 → −∞) such that
𝑓𝑛𝑖𝑥 ∈ 𝑌 equals the forward (resp. backward) Lyapunov exponent of 𝑢 under 𝒜. □

We use the following results from [KS13]. In the three theorems below, 𝑓 is a tran-
sitive 𝐶1+Hölder Anosov diffeomorphism, 𝒜,ℬ ∶ 𝐸 → 𝐸 are 𝛽-Hölder linear cocycles
over 𝑓, and 𝜇 is an ergodic 𝑓-invariant measure with full support and local product
structure.

Theorem 4.5 ([KS13, Theorem 3.9]). Suppose that for every 𝑓-periodic point 𝑝 the in-
variant measure 𝜇𝑝 on its orbit satisfies 𝜆+(𝒜, 𝜇𝑝) = 𝜆−(𝒜, 𝜇𝑝). Then there exist a flag of
𝛽-Hölder𝒜-invariant sub-bundles
(4.5) {0} = 𝑈0 ⊂ 𝑈1 ⊂ ⋯ ⊂ 𝑈𝑗−1 ⊂ 𝑈𝑘 = 𝐸
and 𝛽-Hölder Riemannian metrics on the quotient bundles 𝑈 𝑖/𝑈 𝑖−1, 𝑖 = 1, . . . , 𝑘, so that
for some positive 𝛽-Hölder function 𝜙 ∶ ℳ → ℝ the quotient-cocycles induced by the
cocycle 𝜙𝒜 on 𝑈 𝑖/𝑈 𝑖−1 are isometries.

Theorem 4.6 ([KS13, Theorem 3.1 and Corollary 3.8]). Ifℬ is fiber bunched, then any
ℬ-invariant 𝜇-measurable conformal structure on 𝐸 coincides 𝜇-a.e. with a Hölder con-
tinuous conformal structure.

If a cocycle has more than one Lyapunov exponent, then the corresponding Lya-
punov sub-bundles are invariant and measurable, but not continuous in general. For
a fiber bunched cocycle with only one Lyapunov exponent, measurable invariant sub-
bundles are continuous.

Theorem4.7 ([KS13, Theorem3.3 andCorollary 3.8]). Suppose thatℬ is fiber bunched
and𝜆+(ℬ, 𝜇) = 𝜆−(ℬ, 𝜇). Thenany𝜇-measurableℬ-invariant sub-bundle ofℰ coincides
𝜇-a.e. with a Hölder continuous one.
We consider the flag 𝑈 𝑖 for 𝒜 given by Theorem 4.5. Denoting 𝒰𝑖

𝑥 = 𝒞(𝑥)𝑈 𝑖
𝑥 we

obtain the corresponding flag of measurable ℬ-invariant sub-bundles
{0} = 𝒰0 ⊂ 𝒰1 ⊂ 𝒰2 ⊂ ⋯ ⊂ 𝒰𝑘 = 𝐸.

By Theorem 4.7 we may assume that the sub-bundles 𝒰𝑖 are Hölder continuous.



LOCAL RIGIDITY 301

The conformal structure 𝜎1 on 𝐸1 given by the Riemannian metric in Theorem 4.5
is invariant under 𝒜. The push forward of 𝜎1 by 𝒞 gives a measurable ℬ-invariant
conformal structure 𝜏1 on 𝒰1, which is Hölder continuous by Theorem 4.6.
Similarly, we consider Hölder continuous quotient-bundles ̃𝑉 𝑖 = 𝑈 𝑖/𝑈 𝑖−1 and ̃𝒱𝑖 =

𝒰𝑖/𝒰𝑖−1 overℳ with the quotient cocycles𝒜(𝑖) andℬ(𝑖). Since𝒜(𝑖) preserves a Hölder
continuous conformal structure𝜎𝑖 on ̃𝑉 𝑖, pushing forward by𝒞weobtain ameasurable
conformal structure 𝜏𝑖 on 𝒰𝑖/𝒰𝑖−1 invariant under ℬ(𝑖), which is Hölder continuous
by Theorem 4.6. Thus we obtain a “similar structure” for ℬ.
We fix a 𝛽-Hölder Riemannian metric on 𝐸. We denote by 𝑉 𝑖 the orthogonal com-

plement of 𝑈 𝑖−1 in 𝐸𝑖, and we denote by 𝒱𝑖 the orthogonal complement of𝒰𝑖−1 in𝒰𝑖,
𝑖 = 1, . . . , 𝑘. Thus 𝑈 𝑖 = 𝑉1 ⊕⋯⊕ 𝑉 𝑖 and 𝒰𝑖 = 𝒱1 ⊕⋯⊕𝒱𝑖. All these sub-bundles
are Hölder continuous but for 𝑖 > 1 they are not invariant under 𝒜 and ℬ, and 𝒞 does
not necessarily map 𝑉 𝑖 to 𝒱𝑖.
We denote by 𝑃𝑗 ∶ 𝐸 → 𝑉𝑗 the projection to the 𝑉𝑗 component in the splitting

𝐸 = 𝑉1 ⊕⋯⊕𝑉𝑘 and similarly 𝒫𝑗 ∶ ℰ → 𝒱𝑗 .
We denote the restriction of 𝒞 to 𝑉 𝑖 by 𝒞𝑖 and we denote by 𝒞𝑗,𝑖 its 𝑗-component

𝒞𝑗,𝑖 = 𝒫𝑗 ∘𝒞𝑖 ∶ 𝑉 𝑖 → 𝒱𝑗 . Since𝒰𝑖
𝑥 = 𝒞(𝑥)𝑈 𝑖

𝑥, we have 𝒞𝑖 ∶ 𝑉 𝑖 → 𝒰𝑖 and thus 𝒞𝑗,𝑖 = 0
for 𝑗 > 𝑖, that is 𝒞 has an upper triangular block structure.
We also define the corresponding blocks 𝒜𝑗,𝑖 ∶ 𝑉 𝑖 → 𝑉𝑗 and ℬ𝑗,𝑖 ∶ 𝒱𝑖 → 𝒱𝑗 as

𝒜𝑗,𝑖 = 𝑃𝑗 ∘ 𝒜|𝑉 𝑖 and similarly for ℬ. The invariance of the flags also yields upper
triangular block structures for 𝒜 and ℬ: 𝒜𝑗,𝑖 = 0 = ℬ𝑗,𝑖 for 𝑗 > 𝑖.
We will show inductively that the restriction of 𝒞 to 𝑈 𝑖 is Hölder continuous, 𝑖 =

1, . . . , 𝑘. The base case 𝑖 = 1 follows from the following result from [S15].

Theorem 4.8 ([S15, Theorem 2.7]). Let𝒜,ℬ ∶ 𝐸 → 𝐸 be 𝛽-Hölder linear cocycles over
a hyperbolic system. Suppose that𝒜 is uniformly quasiconformal andℬ is fiber bunched.
Let 𝜇 be an ergodic invariantmeasure with full support and local product structure. Then
any 𝜇-measurable conjugacy between 𝒜 and ℬ is 𝛽-Hölder continuous, i.e. it coincides
with a 𝛽-Hölder continuous conjugacy on a set of full measure.

Now we describe the inductive step. Assuming that the restriction of 𝒞 to 𝑈 𝑖−1 is
𝛽-Hölder continuous we show that so is the restriction to 𝑈 𝑖. Since 𝑈 𝑖 = 𝑉 𝑖 ⊕𝑈 𝑖−1, it
suffices to show that the restriction 𝒞𝑖 of 𝒞 to 𝑉 𝑖 is also 𝛽-Hölder continuous. We will
establish this inductively for each of its components 𝒞𝑗,𝑖, 𝑗 = 𝑖, . . . , 1.
Firstwe observe that𝒞𝑖,𝑖 isHölder continuous for all 𝑖 = 1, . . . , 𝑘. For thiswe identify

bundles 𝑉 𝑖 with ̃𝑉 𝑖 and 𝒱𝑖 with ̃𝒱𝑖 via the projections. Under these identifications
the cocycle 𝒜𝑖,𝑖 ∶ 𝑉 𝑖,𝑖 → 𝑉 𝑖,𝑖 corresponds to the quotient cocycle 𝒜(𝑖), the cocycle
ℬ𝑖,𝑖 ∶ 𝒱𝑖,𝑖 → 𝒱𝑖,𝑖 corresponds to ℬ(𝑖), and the map 𝒞𝑖,𝑖 corresponds to the quotient
measurable conjugacy 𝒞(𝑖) between𝒜(𝑖) andℬ(𝑖). Since the quotient cocycles𝒜(𝑖) and
ℬ(𝑖) are conformal, Theorem 4.8 shows that 𝒞(𝑖) is 𝛽-Hölder continuous, and hence so
is 𝒞𝑖,𝑖.
Now we show that 𝒞𝑖−ℓ,𝑖 is 𝛽-Hölder assuming that 𝒞𝑖−𝑗,𝑖 is 𝛽-Hölder for 𝑗 = 0, 1,

. . . ℓ − 1. Using the conjugacy equation

ℬ𝑥 ∘ 𝒞𝑥 = 𝒞𝑓𝑥 ∘ 𝒜𝑥
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and equating (𝑖 − ℓ, 𝑖) components we obtain
ℬ𝑖−ℓ,𝑖−ℓ
𝑥 ∘ 𝒞𝑖−ℓ,𝑖𝑥 +ℬ𝑖−ℓ,𝑖−ℓ+1

𝑥 ∘ 𝒞𝑖−ℓ+1,𝑖𝑥 +⋯+ℬ𝑖−ℓ,𝑖
𝑥 ∘ 𝒞𝑖,𝑖𝑥

= 𝒞𝑖−ℓ,𝑖−ℓ𝑓𝑥 ∘ 𝒜𝑖−ℓ+1,𝑖
𝑥 + 𝒞𝑖−ℓ,𝑖−ℓ+1𝑓𝑥 ∘ 𝒜𝑖−ℓ+1,𝑖

𝑥 +⋯+ 𝒞𝑖−ℓ,𝑖𝑓𝑥 ∘ 𝒜𝑖,𝑖
𝑥

and hence
(4.6) 𝒞𝑖−ℓ,𝑖𝑥 = (ℬ𝑖−ℓ,𝑖−ℓ

𝑥 )−1 ∘ 𝒞𝑖−ℓ,𝑖𝑓𝑥 ∘ 𝒜𝑖,𝑖
𝑥 + 𝐷𝑥

where
𝐷𝑥 = (ℬ𝑖−ℓ,𝑖−ℓ

𝑥 )−1 ∘ (𝒞𝑖−ℓ,𝑖−ℓ𝑓𝑥 ∘ 𝒜𝑖−ℓ+1,𝑖
𝑥 +⋯+ 𝒞𝑖−ℓ,𝑖−1𝑓𝑥 ∘ 𝒜𝑖−1,𝑖

𝑥 )
− (ℬ𝑖−ℓ,𝑖−ℓ

𝑥 )−1 ∘ (ℬ𝑖−ℓ,𝑖−ℓ+1
𝑥 ∘ 𝒞𝑖−ℓ+1,𝑖𝑥 +⋯+ℬ𝑖−ℓ,𝑖

𝑥 ∘ 𝒞𝑖,𝑖𝑥 ).

We view 𝒞𝑖−ℓ,𝑖𝑥 and 𝐷𝑥 as sections of the Hölder bundle 𝐿(𝑉 𝑖, 𝒱𝑖−ℓ) whose fiber at 𝑥 is
the space of linear maps 𝐿(𝑉 𝑖

𝑥 , 𝒱𝑖−ℓ
𝑥 ). Thus equation (4.6) is of the form (4.2) with

𝐸 = 𝐿(𝑉 𝑖, 𝒱𝑖−ℓ), 𝜙𝑥 = 𝐷𝑥, 𝜂𝑥 = 𝒞𝑖−ℓ,𝑖𝑥 , and ℱ𝑥(𝜂𝑓𝑥) = (ℬ𝑖−ℓ,𝑖−ℓ
𝑥 )−1 ∘ 𝜂𝑓𝑥 ∘ 𝒜𝑖,𝑖

𝑥 .
We note that 𝐷𝑥 is 𝛽-Hölder since we inductively know that all its terms are 𝛽-Hölder.
Also ℱ is a linear cocycle on the bundle 𝐿(𝑉 𝑖, 𝒱𝑖−ℓ) over 𝑓−1, and it is 𝛽-Hölder since
so are ℬ𝑖−ℓ,𝑖−ℓ and 𝒜𝑖,𝑖. Moreover, ℱ is uniformly bounded since cocycles ℬ𝑖−ℓ,𝑖−ℓ

and𝒜𝑖,𝑖 are conformal and their normalizations are continuously cohomologous. The
latter follows sinceweknow thatℬ𝑖−ℓ,𝑖−ℓ and𝒜𝑖−ℓ,𝑖−ℓ are continuously cohomologous
by 𝒞𝑖−ℓ,𝑖−ℓ and that the normalizations of all 𝒜𝑖,𝑖 are given by the same function 𝜙−1
from Theorem 4.5. Hence we can apply Proposition 4.3 and conclude that 𝒞𝑖−ℓ,𝑖 is
𝛽-Hölder.
The argument above applies to ℓ = 1, . . . 𝑖 − 1 and we conclude that all 𝒞1,𝑖, . . . , 𝒞𝑖,𝑖

are Hölder. This proves that the restriction of 𝒞 to 𝑈 𝑖 is Hölder and completes the
inductive step. We conclude that 𝒞 is Hölder, completing the proof of Theorem 2.1.

5. Proof of Theorem 2.2

In this proof we will also work with a conjugacy 𝒞 satisfying (4.4). First, Hölder
continuity of 𝒞 is deduced from Theorem 2.1 as follows.
Let 𝐴 ∈ 𝐺𝐿(𝑁,ℝ) be the generator of the constant cocycle 𝒜. Let 𝜌1 < ⋯ < 𝜌𝐿 be

the distinct moduli of the eigenvalues of 𝐴 and let
(5.1) ℝ𝑁 = 𝐸1 ⊕⋯⊕𝐸𝐿

be the corresponding invariant splitting as in (3.1). In this section we will use the
adapted norm onℝ𝑁 for which we have estimates (3.4). They imply that for any 𝛽 > 0
the cocycle𝒜𝑖 generated by 𝐴𝑖 is fiber bunched if 𝜖 is sufficiently small.
Let𝐵(𝑥) = ℬ𝑥 ∶ ℳ → 𝐺𝐿(𝑁,ℝ) be the generator of the cocycleℬ. If𝐵 is sufficiently

𝐶0 close to 𝐴, then ℬ has Hölder continuous invariant splitting 𝐶0 close to (5.1)
ℝ𝑁 = ℰ1𝑥 ⊕⋯⊕ℰ𝐿𝑥 ,

so that the restrictions ℬ𝑖 = ℬ|ℰ𝑖 satisfy estimates similar to (3.4)
(5.2) (𝜌𝑖 − 2𝜖)𝑛 ≤ ‖ℬ𝑛

𝑖 𝑢‖ ≤ (𝜌𝑖 + 2𝜖)𝑛 for any unit vector 𝑢 ∈ ℰ𝑖.
This is well known but also follows from Lemma 5.1, which gives explicit estimates of
both Hölder exponent and Hölder constant. We conclude that all restrictions ℬ𝑖 are
𝛽-Hölder and hence are fiber bunched if 𝜖 is sufficiently small.



LOCAL RIGIDITY 303

Let 𝒞 be a measurable conjugacy between𝒜 andℬ. We claim that 𝒞 maps 𝐸𝑖 to ℰ𝑖,
that is 𝒞𝑥(𝐸𝑖) = ℰ𝑖𝑥 for 𝜇 a.e. 𝑥. Indeed, by Lemma 4.4, for 𝜇 a.e. 𝑥 and for each unit
vector 𝑢 ∈ 𝐸𝑖 the forward and backward Lyapunov exponent of 𝒞𝑥(𝑢) is ln 𝜌𝑖. This
yields that 𝒞𝑥(𝑢) ∈ ℰ𝑖, as having a nonzero component in another ℰ𝑗 would imply
having forward or backward Lyapunov exponent under ℬ different from ln 𝜌𝑖 if 𝜖 is
sufficiently small. Then 𝒞𝑖 = 𝒞|𝐸𝑖 is a measurable conjugacy between fiber bunched
cocycles𝒜𝑖 andℬ𝑖. By Theorem 2.1 each 𝒞𝑖 is Hölder for all 𝑖 = 1, . . . , 𝐿, and hence so
is 𝒞.
Now we prove the more detailed statement. We denote the Lipschitz constants of

𝑓−1 and 𝑓 respectively by
(5.3) 𝛼𝑓 = sup

𝑥∈ℳ
‖𝐷𝑥𝑓−1‖ > 1 and 𝛼′𝑓 = sup

𝑥∈ℳ
‖𝐷𝑥𝑓‖ > 1.

For 1 ≤ 𝑖 < 𝐿 we define

𝛽𝑖 =
ln(𝜌𝑖+1/𝜌𝑖)
ln(𝛼𝑓)

and 𝛽′𝑖 =
ln(𝜌𝑖+1/𝜌𝑖)
ln(𝛼′𝑓)

,

and we choose

(5.4) 𝛽0 = 𝛽0(𝐴, 𝑓) = min {1, 𝛽1, . . . , 𝛽𝐿−1, 𝛽′1, . . . , 𝛽′𝐿−1} > 0.
Since ℬ is 𝛽-Hölder with 𝛽 ≤ 𝛽′ < 𝛽0, Lemma 5.1 shows that the splitting (5.2)

is 𝛽-Hölder and by Lemma 5.4 so are all restrictions ℬ𝑖. Then by Theorem 2.1 each
restriction𝒞𝑖 = 𝒞|𝐸𝑖 is 𝛽-Hölder and hence so is𝒞. Since𝒜𝑖 andℬ𝑖 are 𝛽-fiber bunched
for any sufficiently small 𝜖, [S15, Proposition 4.5] yields that 𝛽-Hölder 𝒞𝑖 intertwines
their stable holonomies, that is,

(5.5) ℋ𝒜𝑖,𝑠𝑥,𝑦 = 𝒞𝑖(𝑦) ∘ ℋℬ𝑖,𝑠𝑥,𝑦 ∘ 𝒞𝑖(𝑥)−1 for all 𝑥, 𝑦 ∈ ℳ such that 𝑦 ∈ 𝑊 𝑠(𝑥).

Since for the constant cocycle𝒜𝑖 the holonomies are all identity,ℋ𝒜𝑖,𝑠𝑥,𝑦 = Id, we get

𝒞𝑖(𝑥) = 𝒞𝑖(𝑦) ∘ ℋℬ𝑖,𝑠𝑥,𝑦 .
Thus using Lemma 5.5 we obtain that for all 𝑦 ∈ 𝑊 𝑠(𝑥)

‖𝒞𝑖(𝑥) − 𝒞𝑖(𝑦)‖ = ‖𝒞𝑖(𝑦) ∘ (ℋℬ𝑖,𝑠𝑥,𝑦 − Id)‖ ≤ ‖𝒞𝑖‖𝐶0 ⋅ 𝑘3 𝐾𝛽(ℬ) ⋅ 𝑑𝑊𝑠(𝑥, 𝑦)𝛽.
Combining these estimates for all 𝑖 = 1, . . . , 𝐿 we conclude that all 𝑦 ∈ 𝑊 𝑠(𝑥)

‖𝒞(𝑥) − 𝒞(𝑦)‖ ≤ ‖𝒞‖𝐶0 ⋅ 𝑘4 𝐾𝛽(ℬ) ⋅ 𝑑𝑊𝑠(𝑥, 𝑦)𝛽.
Similarly, using the analog of Lemma 5.5 for unstable holonomies, we obtain the same
estimate for 𝑦 ∈ 𝑊 ᵆ(𝑦). Then the local product structure of stable and unstable folia-
tions of 𝑓 implies that the 𝛽-Hölder constant of 𝒞 can be estimated as

𝐾𝛽(𝒞) ≤ 𝑘 ‖𝒞‖𝐶0 𝐾𝛽(ℬ).
Now, to complete the proof of the second part of the theorem, we state and prove the
lemmas used in the above argument.

Lemma 5.1. For any 0 < 𝛽′ < 𝛽0 there is 𝛿 > 0 and 𝑘1 > 0 such that for any 0 < 𝛽 ≤ 𝛽′
any 𝛽-Hölder 𝐺𝐿(𝑁,ℝ) cocycleℬ with ‖ℬ𝑥 − 𝐴‖𝐶0 < 𝛿 preserves 𝛽-Hölder splitting

ℝ𝑁 = ℰ1𝑥 ⊕⋯⊕ℰ𝐿𝑥
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which is 𝐶0 close to 𝐸1 ⊕⋯⊕ 𝐸𝐿 and for each 1 ≤ 𝑖 ≤ 𝐿 the 𝛽-Hölder constant 𝐾𝛽(ℰ𝑖)
of ℰ𝑖 satisfies
(5.6) 𝐾𝛽(ℰ𝑖) ≤ 𝑘1 𝐾𝛽(ℬ).

Proof. We deduce this lemma from the one below. We fix 1 ≤ 𝑖 < 𝐿, and let
𝐸′ = 𝐸1 ⊕⋯⊕𝐸𝑖 and 𝐸 = 𝐸𝑖+1 ⊕⋯⊕𝐸𝐿.

Lemma 5.3 shows that for any 𝛽′ < 𝛽𝑖 there is 𝛿 > 0 and 𝑘′ such that for any 0 < 𝛽 ≤ 𝛽′
any cocycleℬ with ‖ℬ𝑥 −𝐴‖𝐶0 < 𝛿 preserves the bundle ℰ close to 𝐸 with the desired
estimate for 𝛽-Hölder constant. Similarly, for any 𝛽′ < 𝛽′𝑖 using the inverses of 𝐴 and
𝑓 we obtain that ℬ preserves a bundle ℰ′ close to 𝐸′ with a similar estimate for its
𝛽-Hölder constant. Then for each 1 ≤ 𝑖 ≤ 𝐿 the bundle ℰ𝑖 is defined as a suitable
intersection and hence is also 𝐶0 close to 𝐸𝑖 and its 𝛽-Hölder constant satisfies (5.6).

□

Remark 5.2. Lemmas 5.1 and 5.3 do not rely on hyperbolicity of 𝑓 and use only that it
is bi-Lipschitz.

Lemma 5.3. Let 𝐴 ∈ 𝐺𝐿(𝑁,ℝ), let ℝ𝑁 = 𝐸′ ⊕ 𝐸 be an 𝐴-invariant splitting, and let
𝜉′ = max { ‖𝐴𝑣‖ ∶ 𝑣 ∈ 𝐸′, ‖𝑣‖ = 1 } = ‖𝐴|𝐸′‖ and
𝜉 = min { ‖𝐴𝑣‖ ∶ 𝑣 ∈ 𝐸, ‖𝑣‖ = 1 } = ‖𝐴−1|𝐸‖−1.

Let 𝛼𝑓 = sup ‖𝐷𝑓−1‖ > 1 be the Lipschitz constant of 𝑓−1 and let 𝛽′ > 0. Suppose that

𝜉′ < 𝜉 and
𝜉′𝛼𝛽

′
𝑓

𝜉 < 1, that is, 𝛽′ < ln(𝜉/𝜉′)
ln 𝛼𝑓

.

Then there is 𝛿 > 0 and 𝑘′ such that for any 0 < 𝛽 ≤ 𝛽′ any 𝛽-Hölder 𝐺𝐿(𝑁,ℝ) cocycle
ℬ with ‖ℬ𝑥 −𝐴‖𝐶0 < 𝛿 preserves a 𝛽-Hölder sub-bundle ℰ which is 𝐶0 close to 𝐸 and its
𝛽-Hölder constant 𝐾𝛽(ℰ) satisfies

𝐾𝛽(ℰ) ≤ 𝑘′ 𝐾𝛽(ℬ).

Proof. The argument is similar to the Hölder version the 𝐶𝑟 Section Theorem of
M. Hirsch, C. Pugh, and M. Shub (see Theorem 3.8 in [HPS77]), but we give the es-
timate of the Hölder constant.
We consider the space ℒ = ℒ(𝐸, 𝐸′) of linear operators from 𝐸 to 𝐸′ and endow it

with the standard operator norm. Since 𝐴 preserves the splitting 𝐸′ ⊕𝐸 it induces the
graph transform action ̂𝐴 on ℒ as follows: if 𝐿 ∈ ℒ and 𝐺 ⊂ ℝ𝑁 is its graph then ̂𝐴(𝐿)
is the operator in ℒ whose graph is 𝐴(𝐺). The map ̂𝐴 is linear,

̂𝐴 [𝐿] = 𝐴|𝐸′ ∘ 𝐿 ∘ (𝐴|𝐸)−1,
so we can estimate its norm as

‖ ̂𝐴‖ ≤ ‖𝐴|𝐸′‖ ⋅ ‖(𝐴|𝐸)−1‖ ≤ 𝜉′/𝜉 < 1.
Similarly, any linear map 𝐵 ∈ 𝐺𝐿(𝑁,ℝ) sufficiently close to 𝐴 induces in the same

way the graph transform map ̂𝐵 on a unit ball ℒ1 in ℒ. Moreover, ̂𝐵 is a contraction
of ℒ1 with Lipschitz constant 𝐾( ̂𝐵) close to 𝐾( ̂𝐴) = 𝜉′/𝜉 < 1. Indeed, 𝐵 induces an
algebraicmap on theGrassmannian of (dim𝐸)-dimensional subspaceswhich, together
with its first derivatives, depends continuously on 𝐵. Also, it is easy to see that the map
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𝐵 ↦ ̂𝐵 from a small neighborhood of 𝐴 to 𝐶0(ℒ1, ℒ1) is Lipschitz with some constant
̂𝐿.
Now we consider the trivial fiber bundle 𝒱 = ℳ × ℒ1. Then any ℬ𝑥 which is

𝐶0-close to 𝐴 induces graph transform maps ̂ℬ𝑥 ∶ 𝒱𝑥 → 𝒱𝑓𝑥 and thus the bundle
map ̂ℬ ∶ 𝒱 → 𝒱 covering 𝑓. We consider the space 𝑆 of continuous sections of 𝒱
with the supremum norm, and the induced action 𝐹 = 𝐹ℬ on 𝑆 defined for 𝑠 ∈ 𝑆 as
(𝐹𝑠)(𝑓𝑥) = ̂ℬ𝑥(𝑠(𝑥)). If 𝐾ℬ ≔ sup𝑥 𝐾( ̂ℬ𝑥) < 1 then 𝐹 is a contraction on 𝑆 and hence
has a unique fixed point 𝑠∗ = 𝐹𝑠∗. Let 𝑠0(𝑥) = 0 ∈ ℒ be the zero section, then we can
write 𝑠∗ = lim𝐹𝑛𝑠0 and it follows that 𝑠∗ is 𝐶0-close to 𝑠0. Denoting the graph of 𝑠(𝑥)
by ℰ𝑥 we obtain the unique continuous ℬ-invariant sub-bundle close to 𝐸.
Now we will show that 𝑠∗ is 𝛽-Hölder and estimate its 𝛽-Hölder constant. For this

we will find 𝑀 > 0 such that 𝐾𝛽(𝑠) ≤ 𝑀 implies 𝐾𝛽(𝐹𝑠) ≤ 𝑀. Then 𝐾𝛽(𝐹𝑛(𝑠0)) ≤ 𝑀
for all 𝑛 and since 𝑠∗ = lim𝐹𝑛(𝑠0) it will follow that 𝐾𝛽(𝑠∗) ≤ 𝑀.
Fix points 𝑧, 𝑧′ and let 𝑥 = 𝑓(𝑧), 𝑥′ = 𝑓(𝑧′). Then for any 𝛽-Hölder 𝑠 ∈ 𝑆 we can

estimate, as ‖𝑠(𝑥)‖ ≤ 1, that
‖𝐹𝑠(𝑥) − 𝐹𝑠(𝑥′)‖ = ‖ ̂ℬ𝑧𝑠(𝑧) − ̂ℬ𝑧′𝑠(𝑧′)‖
≤ ‖ ̂ℬ𝑧𝑠(𝑧) − ̂ℬ𝑧′𝑠(𝑧)‖ + ‖ ̂ℬ𝑧′𝑠(𝑧) − ̂ℬ𝑧′𝑠(𝑧′)‖
≤ 𝑑𝐶0( ̂ℬ𝑧, ̂ℬ𝑧′) + 𝐾( ̂ℬ𝑧′)‖𝑠(𝑧) − 𝑠(𝑧′)‖ ≤ ̂𝐿‖ℬ𝑧 −ℬ𝑧′‖ + 𝐾ℬ‖𝑠(𝑧) − 𝑠(𝑧′)‖
≤ ̂𝐿 𝐾𝛽(ℬ) 𝑑(𝑧, 𝑧′)𝛽 + 𝐾ℬ𝐾𝛽(𝑠) 𝑑(𝑧, 𝑧′)𝛽 ≤ [ ̂𝐿 𝐾𝛽(ℬ) + 𝐾ℬ𝐾𝛽(𝑠)] (𝛼𝑓 𝑑(𝑥, 𝑥′))𝛽,

where 𝛼𝑓 is the Lipschitz constant of 𝑓−1 and ̂𝐿 is the Lipschitz constant of the map
𝐵 ↦ ̂𝐵 on a neighborhood of 𝐴. Hence 𝐹𝑠 is also 𝛽-Hölder and

𝐾𝛽(𝐹𝑠) ≤ ̂𝐿 𝛼𝛽𝑓 𝐾𝛽(ℬ) + 𝛼𝛽𝑓 𝐾ℬ𝐾𝛽(𝑠).

Therefore, 𝐾𝛽(𝑠) ≤ 𝑀 implies 𝐾𝛽(𝐹𝑠) ≤ 𝑀 if we take

𝑀 = (1 − 𝐾ℬ𝑎𝛽𝑓)−1 ̂𝐿 𝑎𝛽𝑓 𝐾𝛽(ℬ).

If ‖ℬ𝑥 − 𝐴‖𝐶0 is small then 𝐾ℬ is close to 𝐾( ̂𝐴) = 𝜉′/𝜉. Since 𝜉′𝛼𝛽′/𝜉 < 1 and 𝛽 ≤ 𝛽′
it follows that 1−𝐾ℬ𝑎𝛽𝑓 > 0 and is separated from 0. Then there is a constant 𝑘′ which
bounds ̂𝐿𝑎𝛽𝑓 (1 − 𝐾ℬ𝑎𝛽𝑓)−1 for all 0 < 𝛽 ≤ 𝛽′ and all ℬ with ‖ℬ𝑥 − 𝐴‖𝐶0 < 𝛿. Hence,

𝑀 ≤ 𝑘′ 𝐾𝛽(ℬ).

Finally, since 𝐾𝛽(𝑠0) = 0 it follows that 𝐾𝛽(𝐹𝑛(𝑠0)) ≤ 𝑀 for all 𝑛 and hence for the
limit we also have 𝐾𝛽(𝑠∗) ≤ 𝑀 ≤ 𝑘′𝐾𝛽(ℬ). □

Now we estimate the 𝛽-Hölder constants of the restricted cocycles ℬ𝑖 = ℬ|ℰ𝑖 .

Lemma 5.4. For any 0 < 𝛽′ < 𝛽0 there is 𝛿 > 0 and 𝑘2 > 0 such that for any 0 < 𝛽 ≤ 𝛽′
and any 𝛽-Hölder cocycle ℬ with ‖ℬ𝑥 − 𝐴‖𝐶0 < 𝛿 the 𝛽-Hölder constant of the cocycle
ℬ𝑖, 𝑖 = 1, . . . 𝐿, satisfies

𝐾𝛽(ℬ𝑖) ≤ 𝑘2 𝐾𝛽(ℬ).

Proof. Denoting 𝐵(𝑥) = ℬ𝑥 and 𝐵𝑖(𝑥) = ℬ𝑥|ℰ𝑖 we need to estimate the distance be-
tween 𝐵𝑖(𝑥) and 𝐵𝑖(𝑦). To do this using their difference, we fix 𝛽-Hölder identifica-
tions 𝐼𝑥,𝑦 ∶ ℰ𝑖𝑥 → ℰ𝑖𝑦, say by translation from 𝑥 to 𝑦 in the trivial bundle ℳ × ℝ𝑁



306 BORIS KALININ, VICTORIA SADOVSKAYA, AND ZHENQI JENNYWANG

followed by an appropriate rotation. Then for a unit vector 𝑢 ∈ ℰ𝑖(𝑥) we need to esti-
mate ‖(𝐵𝑖(𝑥) − 𝐵𝑖(𝑦) ∘ 𝐼𝑥,𝑦)𝑢‖. We note that

‖𝑢 − 𝐼𝑥,𝑦𝑢‖ ≤ dist(ℰ𝑖𝑥, ℰ𝑖𝑦) ≤ 𝐾𝛽(ℰ𝑖) 𝑑(𝑥, 𝑦)𝛽.
Also, since 𝐵(𝑥) is 𝛽-Hölder have ‖𝐵(𝑥)𝑢−𝐵(𝑦)𝑢‖ ≤ 𝐾𝛽(ℬ) 𝑑(𝑥, 𝑦)𝛽. Hence we obtain
that for a unit vector 𝑢 ∈ ℰ𝑖(𝑥)

‖(𝐵𝑖(𝑥) − 𝐵𝑖(𝑦) ∘ 𝐼𝑥,𝑦)𝑢‖ ≤ ‖𝐵(𝑥)𝑢 − 𝐵(𝑦)𝑢‖ + ‖𝐵(𝑦)‖ ⋅ ‖𝑢 − 𝐼𝑥,𝑦𝑢‖
≤ 𝐾𝛽(ℬ) 𝑑(𝑥, 𝑦)𝛽 + ‖𝐵‖𝐶0 𝐾𝛽(ℰ𝑖) 𝑑(𝑥, 𝑦)𝛽.

Since 𝐾𝛽(ℰ𝑖) ≤ 𝑘1 𝐾𝛽(ℬ) by (5.6) and ‖𝐵‖𝐶0 ≤ ‖𝐴‖ + ‖ℬ𝑥 − 𝐴‖𝐶0 ≤ ‖𝐴‖ + 𝛿 we
conclude that

‖(𝐵𝑖(𝑥) − 𝐵𝑖(𝑦) ∘ 𝐼𝑥,𝑦)𝑢‖ ≤ 𝑘2 𝐾𝛽(ℬ) 𝑑(𝑥, 𝑦)𝛽.
Thus 𝐾𝛽(ℬ𝑖) ≤ 𝑘2 𝐾𝛽(ℬ). □

In Lemma 5.5 we consider the stable holonomies of cocyclesℬ𝑖 = ℬ|ℰ𝑖 , 𝑖 = 1, . . . , 𝐿.
Lemma 5.5. For any 0 < 𝛽′ < 𝛽0 there is 𝛿 > 0 and 𝑘3 > 0 such that for any 0 < 𝛽 ≤ 𝛽′
and a 𝛽-Hölder cocycle ℬ with ‖ℬ𝑥 − 𝐴‖𝐶0 < 𝛿 the holonomies of cocycles ℬ𝑖 = ℬ|ℰ𝑖
satisfy

‖ℋ𝑠
𝑥,𝑦 − Id ‖ ≤ 𝑘3 𝐾𝛽(ℬ) 𝑑(𝑥, 𝑦)𝛽 for any 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊𝑠

loc(𝑥).
Proof. We fix 𝑖 and denote ℱ = ℬ𝑖. The stable holonomies of ℱ are given by

(5.7) ℋℱ,𝑠
𝑥,𝑦 = lim

𝑛→∞
(ℱ𝑛

𝑦 )−1 ∘ ℱ𝑛
𝑥 .

The existence is ensured by fiber bunching of ℱ. Indeed, the contraction along𝑊 𝑠 is
estimated by (2.1) as

𝑑(𝑓𝑛𝑥, 𝑓𝑛𝑦) ≤ 𝜈𝑛𝑑(𝑥, 𝑦) for any 𝑥 ∈ ℳ, 𝑦 ∈ 𝑊𝑠
loc(𝑥), 𝑛 ∈ ℕ.

We also obtain from (5.2) that

(5.8) ‖ℱ𝑚
𝑥 ‖⋅‖(ℱ𝑚

𝑦 )−1‖ ≤
𝑚−1
∏
𝑗=0

‖ℱ𝑥𝑗‖ ‖(ℱ𝑦𝑗 )−1‖ ≤ (𝜌𝑖 + 2𝜖
𝜌𝑖 − 2𝜖)

𝑚
= 𝜎𝑚 for all 𝑥, 𝑦 ∈ ℳ,

where 𝜎 = (𝜌𝑖 + 2𝜖)(𝜌𝑖 − 2𝜖)−1 is close to 1 when 𝜖 is small. It follows that
(5.9) ‖ℱ𝑚

𝑥 ‖ ⋅ ‖(ℱ𝑚
𝑦 )−1‖ ⋅ 𝜈𝑚𝛽 ≤ 𝜎𝑚 ⋅ 𝜈𝑚𝛽 = 𝜃𝑚 for all 𝑥, 𝑦 ∈ ℳ,

where 𝜃 = 𝜎𝜈𝛽 < 1 if 𝛿 and hence 𝜖 are sufficiently small. In particular, ℱ is fiber
bunched so the limit in (5.7) exits, though this also follows from the proof.
We want to obtain a constant 𝑐 such that ‖ℋℱ,𝑠

𝑥,𝑦 − Id ‖ ≤ 𝑐 𝑑(𝑥, 𝑦)𝛽 for all 𝑥 ∈ ℳ
and 𝑦 ∈ 𝑊𝑠

loc(𝑥). Denoting 𝑥𝑚 = 𝑓𝑚(𝑥) and 𝑦𝑚 = 𝑓𝑚(𝑦), we obtain
(ℱ𝑛

𝑦 )−1 ∘ ℱ𝑛
𝑥 = (ℱ𝑛−1

𝑦 )−1 ∘ ((ℱ𝑦𝑛−1)−1 ∘ ℱ𝑥𝑛−1) ∘ ℱ𝑛−1
𝑥

= (ℱ𝑛−1
𝑦 )−1 ∘ (Id + 𝑟𝑛−1) ∘ ℱ𝑛−1

𝑥 = (ℱ𝑛−1
𝑦 )−1 ∘ ℱ𝑛−1

𝑥 + (ℱ𝑛−1
𝑦 )−1 ∘ 𝑟𝑛−1 ∘ ℱ𝑛−1

𝑥

= ⋯ = Id +
𝑛−1
∑
𝑚=0

(ℱ𝑚
𝑦 )−1 ∘ 𝑟𝑚 ∘ ℱ𝑚

𝑥 , where 𝑟𝑚 = (ℱ𝑦𝑚)−1 ∘ ℱ𝑥𝑚 − Id.

Since ℱ is 𝛽-Hölder, denoting 𝑐′ = (𝜌𝑖 − 2𝜖)−1𝐾𝛽(ℱ), we obtain that for every𝑚 ≥ 0
‖𝑟𝑚‖ ≤ ‖(ℱ𝑦𝑚)−1‖ ⋅ ‖ℱ𝑥𝑚 − ℱ𝑦𝑚‖ ≤ ‖ℱ−1‖𝐶0 𝐾𝛽(ℱ) 𝑑(𝑥𝑚, 𝑦𝑚)𝛽 ≤ 𝑐′ 𝑑(𝑥, 𝑦)𝛽𝜈𝑚𝛽.
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Using (5.9) it follows that

‖(ℱ𝑚
𝑦 )−1 ∘ 𝑟𝑚 ∘ ℱ𝑚

𝑥 ‖ ≤ ‖(ℱ𝑚
𝑦 )−1‖ ⋅ ‖ℱ𝑚

𝑥 ‖ ⋅ 𝑐′ 𝑑(𝑥, 𝑦)𝛽𝜈𝑚𝛽 ≤ 𝜃𝑚 𝑐′ 𝑑(𝑥, 𝑦)𝛽.
Therefore, for every 𝑛 ∈ ℕ,

‖Id − (ℱ𝑛
𝑦 )−1 ∘ ℱ𝑛

𝑥 ‖ ≤
𝑛−1
∑
𝑖=0

‖(ℱ𝑖
𝑦)−1 ∘ 𝑟𝑖 ∘ ℱ𝑖

𝑥‖ ≤ 𝑐′ 𝑑(𝑥, 𝑦)𝛽
𝑛−1
∑
𝑖=0

𝜃𝑖 ≤ 𝑐𝑑(𝑥, 𝑦)𝛽,

where

𝑐 = 𝑐′
1 − 𝜃 ≤ (𝜌𝑖 − 2𝜖)−1𝐾𝛽(ℱ)

1 − 𝜎𝜈𝛽 = 𝑘′3 𝐾𝛽(ℱ) with 𝑘′3 = (𝜌𝑖 − 2𝜖)−1(1 − 𝜎𝜈𝛽)−1.

By (5.7) the sequence {(ℱ𝑛
𝑦 )−1 ∘ℱ𝑛

𝑥 } converges toℋℱ,𝑠
𝑥𝑦 (in fact the estimates imply that

it is Cauchy) and the limit satisfies

‖ℋ𝑠
𝑥,𝑦 − Id ‖ ≤ 𝑐 𝑑(𝑥, 𝑦)𝛽 for any 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊𝑠

loc(𝑥).
By Lemma 5.4 we have 𝐾𝛽(ℱ) = 𝐾𝛽(ℬ𝑖) ≤ 𝑘2 𝐾𝛽(ℬ) and we conclude that

‖ℋ𝑠
𝑥,𝑦 − Id ‖ ≤ 𝑘3 𝐾𝛽(ℬ) 𝑑(𝑥, 𝑦)𝛽 for any 𝑥 ∈ ℳ and 𝑦 ∈ 𝑊𝑠

loc(𝑥).
This completes the proof of Lemma 5.5 □

6. Proof of Theorem 1.1

Any two continuous conjugacies between 𝑓 and 𝐴 differ by an element of the cen-
tralizer of𝐴. By [Wa70, Corollary 1], anyhomeomorphismcommutingwith an ergodic,
in particular hyperbolic, automorphism 𝐴 is an affine automorphism, and hence all
conjugacies have the same regularity.
First, using Theorem 2.2 we will show in Section 6.1 that𝐻 is a 𝐶1+Hölder diffeomor-

phism, and moreover the Hölder constant of its derivative satisfies the estimate

(6.1) 𝐾𝛽(𝐷𝐻) ≤ 𝑘 ‖𝐷𝐻‖𝐶0 ‖𝑓 − 𝐴‖𝐶1+𝛽 .
This part does not rely on closeness of𝐻 to the identity and the estimate applies to any
conjugacy𝐻. Then in Section 6.2 we use (6.1) and an interpolating inequality to obtain
the desired estimate (1.2) of ‖𝐻 − 𝐼‖𝐶1+𝛽 for the conjugacy 𝐶0 close to the identity.

6.1. Proving that 𝐻 is a 𝐶1+Hölder diffeomorphism.
First we recall some properties of a map 𝑔 ∈ 𝑊 1,𝑞(ℝ𝑁 , ℝ𝑁), 𝑞 > 𝑁, which also extend
to the case when 𝑔 ∈ 𝑊 1,𝑞(𝕋𝑁 , 𝕋𝑁). It is well known that, as a consequence of Mor-
rey’s inequality, for any such 𝑔 the Jacoby matrix of weak partial derivatives gives the
differential 𝐷𝑥𝑔 for almost every 𝑥 with respect to the Lebesgue measure 𝜇. Also, any
such 𝑔 satisfies Lusin’s N-property [MM73] that 𝜇(𝐸) = 0 implies 𝜇(𝑔(𝐸)) = 0, as well
asMorse-Sard property [P01] that 𝜇(𝑔(C𝑔)) = 0 for the set of critical points of 𝑔

C𝑔 = {𝑥 ∈ 𝕋𝑁 ∶ 𝐷𝑥𝑔 exists but is not invertible},
see also [KK18] for sharper results and further references.
Nowwe assume that𝐻 ∈ 𝑊 1,𝑞 with 𝑞 > 𝑁, so that the differential𝐷𝑥𝐻 exists 𝜇-a.e.,

and for the set

𝐺𝐻 = {𝑥 ∈ 𝕋𝑁 ∶ 𝐷𝑥𝐻 exists} and its complement 𝐸𝐻 = 𝕋𝑁 ⧵ 𝐺𝐻
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we have 𝜇(𝐺𝐻)=1 and 𝜇(𝐸𝐻) = 0. Further 𝐺𝐻 = C𝐻 ∪ 𝑅𝐻 is the disjoint union of two
measurable sets, the critical set C𝐻 and the regular set

𝑅𝐻 = {𝑥 ∈ 𝕋𝑁 ∶ 𝐷𝑥𝐻 is invertible}.
Since𝑓 and𝐴 are diffeomorphisms, it follows from the conjugacy equation𝐻∘𝑓 = 𝐴∘𝐻
that the sets 𝐺𝐻 , C𝐻 , and 𝑅𝐻 are 𝑓-invariant. Further, differentiating the equation on
the set 𝐺𝐻 we obtain

(6.2) 𝐷𝑓𝑥𝐻 ∘ 𝐷𝑥𝑓 = 𝐴 ∘ 𝐷𝑥𝐻.
Denoting 𝒞(𝑥) = 𝐷𝑥𝐻 on the set 𝑅𝐻 we obtain the conjugacy equation over 𝑓
(6.3) 𝐴 = 𝒞(𝑓𝑥) ∘ ℬ𝑥 ∘ 𝒞(𝑥)−1 for cocycles ℬ𝑥 = 𝐷𝑥𝑓 and 𝒜𝑥 = 𝐴.
Now we show that 𝜇(𝑅𝐻) = 1 and also that 𝑓 preserves a measure 𝜇̃ equivalent to

𝜇. Since 𝜇(𝐸𝐻) = 0, the Lusin’s N-property of 𝐻 yields 𝜇(𝐻(𝐸𝐻)) = 0. Also, we have
𝜇(𝐻(C𝐻)) = 0 by theMorse-Sard property. Hence for𝑅′𝐻 = 𝐻(𝑅𝐻)wehave𝜇(𝑅′𝐻) = 1.
Now we consider the measure 𝜇̃ = (𝐻−1)∗(𝜇) and note that 𝜇̃(𝑅𝐻) = 1 as 𝜇(𝑅′𝐻) = 1.
Since𝐻 is a topological conjugacy between 𝑓 and 𝐴, the measure 𝜇̃ is 𝑓-invariant and,
in fact, is the Bowen-Margulis measure of maximal entropy for 𝑓, since 𝜇 is that for 𝐴.
Indeed, denoting the topological entropy by 𝐡𝑡𝑜𝑝 and metric entropy with respect to 𝜇̃
by 𝐡𝜇̃ we get

𝐡𝜇̃(𝑓) = 𝐡𝜇(𝐴) = 𝐡𝑡𝑜𝑝(𝐴) = 𝐡𝑡𝑜𝑝(𝑓).
In particular, 𝜇̃ is ergodic with full support and local product structure. Since 𝒞 is a
conjugacy between ℬ and 𝐴 on 𝑅𝐻 with 𝜇̃(𝑅𝐻) = 1, by Lemma 4.4 we obtain that
the Lyapunov exponents 𝜆𝑓,𝜇̃𝑖 of 𝜇̃ for the cocycle ℬ = 𝐷𝑓 are equal to the Lyapunov
exponents 𝜆𝐴𝑖 of𝐴. Hence the sum of positive Lyapunov exponents (counted withmul-
tiplicities) for 𝜇̃ equals its entropy

𝐡𝜇̃(𝑓) = 𝐡𝜇(𝐴) = ∑
𝜆𝐴𝑖 >0

𝜆𝐴𝑖 = ∑
𝜆𝑓,𝜇̃𝑖 >0

𝜆𝑓,𝜇̃𝑖 .

Thus we have equality in the Pesin-Ruelle formula, which implies that 𝜇̃ has abso-
lutely continuous conditionalmeasures on the unstable foliation of 𝑓 [Le84]. Similarly,
equality of the negative Lyapunov exponents yields that 𝜇̃ has absolutely continuous
conditionalmeasures on the stable foliation of 𝑓. We conclude that 𝜇̃ itself is absolutely
continuous. Moreover, the density 𝜎(𝑥) = 𝑑𝜇̃

𝑑𝜇 is Hölder and positive as a measurable
solution of the coboundary equation 𝜎(𝑓𝑥)𝜎(𝑥)−1 = det𝐷𝑓(𝑥). Thus 𝜇̃ is equivalent
to 𝜇, so that 𝜇̃(𝑅𝐻) = 1 implies 𝜇(𝑅𝐻) = 1.
Provided that ‖𝐴 − ℬ𝑥‖𝐶0 = ‖𝐴 − 𝐷𝑥𝑓‖𝐶0 ≤ ‖𝐴 − 𝑓‖𝐶1 < 𝛿, where 𝛿 > 0 is from

Theorem 2.2, we can apply this theorem with 𝑓 and 𝜇̃ to obtain that
𝒞(𝑥) = 𝐷𝑥𝐻 ∶ 𝕋𝑁 → 𝐺𝐿(𝑁,ℝ)

coincides with a Hölder continuous function almost everywhere with respect to 𝜇̃ and
hence 𝜇. Since 𝐻 ∈ 𝑊 1,𝑞 we conclude that 𝐻 is 𝐶1+Hölder. Also, since (𝐷𝑥𝐻)−1 =
𝒞(𝑥)−1 exists and is also Hölder continuous we see that𝐻 is 𝐶1+Hölder diffeomorphism.
Further, Theorem2.2 gives us the estimate (6.1), whichwewill use to obtain the desired
estimate for ‖𝐻 − Id‖𝐶1+𝛽 in Section 6.2. This completes the proof that 𝐻 is 𝐶1+Hölder

diffeomorphism assuming that 𝐻 ∈ 𝑊 1,𝑞.
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Nowwe consider the case when 𝐻̃ = 𝐻−1 is in𝑊 1,𝑞 and hence𝐷𝑥𝐻̃ exists 𝜇-a.e. We
similarly define the sets 𝐺𝐻̃ , 𝐸𝐻̃ , C𝐻̃ , and 𝑅𝐻̃ , which are measurable and 𝐴-invariant.
Hence by ergodicity of 𝐴 the set 𝑅𝐻̃ must be null or co-null for 𝜇. If 𝜇(𝑅𝐻̃) = 0 then
𝜇(𝐻̃(𝑅𝐻̃)) = 0 by the Lusin’s N-property of 𝐻̃, but this is impossible since 𝜇(𝐻̃(𝐸𝐻̃)) =
0 by the Lusin’s N-property and 𝜇(𝐻̃(C𝐻̃)) = 0 by the Morse-Sard property. Hence
𝜇(𝑅𝐻̃) = 1. Then for 𝑅′𝐻̃ = 𝐻̃(𝑅𝐻̃) we have 𝜇̃(𝑅′𝐻̃) = 1, where as before 𝜇̃ = 𝐻̃∗(𝜇)
is the measure of maximal entropy for 𝑓. Now the Lusin’s N-property of 𝐻̃ yields that
𝜇̃ is absolutely continuous and then equivalent to 𝜇. Hence we also have 𝜇(𝑅′𝐻̃) = 1.
Since 𝐻 = 𝐻̃−1 is a homeomorphism, and 𝐷𝑥𝐻̃ is invertible for 𝑥 ∈ 𝑅𝐻̃ , it follows that
𝐷𝑦𝐻 = (𝐷𝑥𝐻̃)−1 is the differential of 𝐻 for each 𝑦 = 𝐻̃(𝑥) in 𝑅′𝐻̃ .
Therefore, we can again differentiate 𝐻 ∘ 𝑓 = 𝐴 ∘ 𝐻 to obtain (6.3) and then the

conjugacy equation (6.3) with 𝒞(𝑥) = 𝐷𝑥𝐻 on the set 𝑅′𝐻̃ of full measure for both 𝜇
and 𝜇̃. Then by Theorem 2.2 applied with 𝑓 and 𝜇̃ we obtain that 𝒞(𝑥) = 𝐷𝑥𝐻 is
Hölder on 𝕋𝑁 and hence so is 𝒞(𝑦)−1 = 𝐷𝑥𝐻̃. Since 𝐻̃ = 𝐻−1 is in𝑊 1,𝑞 we conclude
that 𝐻−1 is 𝐶1+Hölder diffeomorphism. In this case we also get (6.1).

6.2. Estimating ‖𝐻 − 𝐼‖𝐶1+𝛽 . We showed that any conjugacy 𝐻 is a 𝐶1+Hölder diffeo-
morphism satisfying (6.1). Now we prove estimate (1.2) for the conjugacy𝐻 that is 𝐶0

close to the identity.
Any two conjugacies in the homotopy class of the identity differ by a composition

with an affine automorphism commuting with 𝐴, which is translation 𝑇𝑣(𝑥) = 𝑥 + 𝑣,
where 𝑣 ∈ 𝕋𝑁 is a fixed point of 𝐴. It is well known that if 𝑓 is 𝐶1-close to 𝐴, then
it has a unique fixed point 𝑝 which is the perturbation of 0. More precisely, there are
0 < 𝛿(𝐴), 𝑟(𝐴) < 1/5 and 𝑘(𝐴) so that for each 𝑓 satisfying ‖𝑓 − 𝐴‖𝐶1 < 𝛿(𝐴) there is a
unique fixed point 𝑝 = 𝑓(𝑝) with 𝑑(𝑝, 0) < 𝑟(𝐴) and it satisfies

𝑑(𝑝, 0) ≤ 𝑘(𝐴)‖𝑓 − 𝐴‖𝐶0 .
Since 𝐻 maps fixed points of 𝑓 to those of 𝐴 we see that if ‖𝐻 − 𝐼‖𝐶0 < 𝑟(𝐴) then it is
in the homotopy class of the identity and satisfies 𝐻(𝑝) = 0.
Replacing 𝑓 by ̃𝑓 = 𝑇−𝑝 ∘ 𝑓 ∘ 𝑇𝑝 we can change 𝑝 to 0. Since for ̃𝑓(𝑥) = 𝑓(𝑥 +𝑝)−𝑝

we have that
‖𝐷 ̃𝑓 − 𝐴‖𝐶𝑘 = ‖𝐷𝑓 − 𝐴‖𝐶𝑘 for any 𝑘 ≥ 0,

and so only ‖𝑓 − 𝐴‖𝐶0 is affected by this change. Moreover, if we write 𝑓 = 𝐴+𝑅, then
̃𝑓(𝑥) − 𝐴(𝑥) = 𝐴(𝑥 + 𝑝) + 𝑅(𝑥 + 𝑝) − 𝑝 − 𝐴(𝑥) = 𝑅(𝑥 + 𝑝) + 𝐴(𝑝) − 𝑝

and hence
‖ ̃𝑓 − 𝐴‖𝐶0 ≤ ‖𝑅‖𝐶0 + ‖𝐴(𝑝) − 𝑝‖ = ‖𝑓 − 𝐴‖𝐶0 + ‖𝐴(𝑝) − 𝑓(𝑝)‖ ≤ 2‖𝑓 − 𝐴‖𝐶0 .

Thus ‖ ̃𝑓 − 𝐴‖𝐶1+𝛽 ≤ 2‖𝑓 − 𝐴‖𝐶1+𝛽 . Also, if 𝐻̃ is the corresponding conjugacy between
̃𝑓 and 𝐴 then 𝐻(𝑥) = 𝐻̃(𝑥 − 𝑝) and hence

‖𝐻 − Id‖𝐶1+𝛽 ≤ ‖𝐻̃ − Id‖𝐶1+𝛽 + 𝑑(𝑝, 0) ≤ ‖𝐻̃ − Id‖𝐶1+𝛽 + 𝑘(𝐴)‖𝑓 − 𝐴‖𝐶0 .
Thus the estimate (6.1) for 𝐻̃ via ̃𝑓 would yield the corresponding estimate for𝐻 via 𝑓.
So without loss of generality we will assume that

𝑓(0) = 0 and 𝐻(0) = 0.
Nowwe recall how the conjugacy equation𝐻∘𝑓 = 𝐴∘ℎ can be rewritten using lifts.

We denote by ̄𝑓 and 𝐻̄ the lifts of 𝑓 and 𝐻 to ℝ𝑁 satisfying ̄𝑓(0) = 0 and 𝐻̄(0) = 0 so
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that we have 𝐻̄ ∘ ̄𝑓 = 𝐴 ∘ 𝐻̄ where all maps areℝ𝑁 → ℝ𝑁 . Since𝐻 is homotopic to the
identity and 𝑓 is homotopic to 𝐴 we can write

𝐻̄ = Id + ℎ and ̄𝑓 = 𝐴 + 𝑅.
Then the commutation relation on ℝ𝑁

(Id + ℎ) ∘ (𝐴 + 𝑅) = 𝐴 ∘ (Id + ℎ) yields ℎ = 𝐴−1(ℎ ∘ ̄𝑓) + 𝐴−1𝑅.
Since ℎ, 𝑅 ∶ ℝ𝑁 → ℝ𝑁 are ℤ𝑁 -periodic we can view them as

ℎ = 𝐻 − Id ∶ 𝕋𝑁 → ℝ𝑁 and 𝑅 = 𝑓 − 𝐴 ∶ 𝕋𝑁 → ℝ𝑁

and rewrite the conjugacy equation as one for ℝ𝑁 -valued functions on 𝕋𝑁

(6.4) ℎ = 𝐴−1(ℎ ∘ 𝑓) + 𝐴−1𝑅.
Using the 𝐴-invariant splitting ℝ𝑁 = 𝐸ᵆ ⊕ 𝐸𝑠 we define the projections ℎ∗ and 𝑅∗

of ℎ and 𝑅 to 𝐸∗, where ∗ = 𝑠, 𝑢, and obtain
(6.5) ℎ∗ = 𝐴−1

∗ (ℎ∗ ∘ 𝑓) + 𝐴−1
∗ 𝑅∗, where 𝐴∗ = 𝐴|𝐸∗ .

Thus ℎ∗ is a fixed point of the affine operator
(6.6) 𝑇∗(𝜓) = 𝐴−1∗ (𝜓 ∘ 𝑓) + 𝐴−1

∗ 𝑅∗.
Since ‖𝐴−1ᵆ ‖ < 1, the operator 𝑇 is a contraction on the space 𝐶0(𝕋𝑑, 𝐸ᵆ), and thus

ℎᵆ is its unique fixed point

(6.7) ℎᵆ = lim
𝑚→∞

𝑇𝑚ᵆ (0) =
∞
∑
𝑚=0

𝐴−𝑚ᵆ (𝐴−1ᵆ 𝑅ᵆ ∘ 𝑓𝑚).

Hence

(6.8) ‖ℎᵆ‖𝐶0 ≤
∞
∑
𝑚=0

‖𝐴−1ᵆ ‖𝑚+1‖𝑅ᵆ‖𝐶0 ≤ 𝑘 ‖𝑅ᵆ‖𝐶0 ≤ 𝑘 ‖𝐴 − 𝑓‖𝐶0 .

Similarly, ℎ𝑠 is the unique fixed point of contraction 𝑇−1𝑠 and hence satisfies a similar
estimate. Combining them we conclude that

(6.9) ‖𝐻 − Id‖𝐶0 = ‖ℎ‖𝐶0 ≤ 𝑘0‖𝑅‖𝐶0 = 𝑘0‖𝐴 − 𝑓‖𝐶0 .
Now we estimate ‖𝐻 − Id‖𝐶1+𝛽 using (6.9), (6.1), and the following elementary in-

terpolation lemma. We note that 𝐷𝐻 = Id + 𝐷ℎ, so that 𝐾𝛽(𝐷ℎ) = 𝐾𝛽(𝐷𝐻).

Lemma 6.1. If ℎ ∶ 𝕋𝑁 → ℝ𝑁 satisfies 𝐾𝛽(𝐷ℎ) ≤ 𝐾 then

‖𝐷ℎ‖𝐶0 ≤ 8 ‖ℎ‖𝛽/(1+𝛽)𝐶0 𝐾1/(1+𝛽).

Proof. Denote 𝑏 = ‖𝐷ℎ‖𝐶0 and choose 𝑥 ∈ 𝕋𝑁 such that ‖𝐷𝑥ℎ‖ = 𝑏. Then for some
unit vectors 𝑢, 𝑣 ∈ ℝ𝑁 we have (𝐷𝑥ℎ)𝑢 = 𝑏𝑣. For 𝑦 ∈ 𝕋𝑁 let 𝑏𝑦 = ⟨(𝐷𝑦ℎ)𝑢, 𝑣⟩, so
𝑏𝑥 = 𝑏. Then

|𝑏 − 𝑏𝑦| ≤ ‖(𝐷𝑥ℎ)𝑢 − (𝐷𝑦ℎ)𝑢‖ ≤ 𝐾 𝑑(𝑥, 𝑦)𝛽 ≤ 𝑏/2 if 𝑑(𝑥, 𝑦) ≤ (𝑏/2𝐾)1/𝛽

and hence 𝑏𝑦 ≥ 𝑏/2 for such 𝑦. Consider 𝑦(𝑡) = 𝑥 + 𝑡𝑢, with 0 ≤ 𝑡 ≤ 𝑡0 = (𝑏/2𝐾)1/𝛽,
and 𝑔(𝑡) = ⟨ℎ(𝑦(𝑡)), 𝑣⟩. Then

𝑔′(𝑡) = ⟨(𝐷𝑦ℎ)𝑢, 𝑣⟩ = 𝑏𝑦(𝑡) ≥ 𝑏/2,
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and hence by integrating we get 𝑏𝑡0/2 ≤ 𝑔(𝑡0) − 𝑔(0). Since |𝑔(𝑡0) − 𝑔(0)| ≤ 2‖ℎ‖𝐶0 we
obtain 𝑏𝑡0 ≤ 4‖ℎ‖𝐶0 . Substituting 𝑡0 = (𝑏/2𝐾)1/𝛽 we obtain

𝑏(𝑏/2𝐾)1/𝛽 ≤ 4 ‖ℎ‖𝐶0 ⇒ 𝑏(1+𝛽)/𝛽 ≤ 4 ‖ℎ‖𝐶0(2𝐾)1/𝛽 ⇒ 𝑏 ≤ 8 ‖ℎ‖𝛽/(1+𝛽)𝐶0 𝐾1/(1+𝛽)

as 4𝛽/(1+𝛽)21/(1+𝛽) < 8. □

We denote 𝑎 = ‖ℎ‖𝐶0 , 𝑏 = ‖𝐷ℎ‖𝐶0 , and 𝑑 = ‖𝑓 − 𝐴‖𝐶1+𝛽 . Then

‖𝐷𝐻‖𝐶0 = ‖Id + 𝐷ℎ‖𝐶0 ≤ 1 + 𝑏,
and hence (6.1) implies that

(6.10) 𝐾 = 𝐾𝛽(𝐷ℎ) = 𝐾𝛽(𝐷𝐻) ≤ 𝑘(1 + 𝑏)𝑑.
Also, by (6.9) we have 𝑎 = ‖ℎ‖𝐶0 ≤ 𝑘0𝑑. Then Lemma 6.1 gives

𝑏 ≤ 8(𝑘𝑑)𝛽/(1+𝛽)(𝑘(1 + 𝑏)𝑑)1/(1+𝛽) < 𝑘1 𝑑(1 + 𝑏)1/(1+𝛽).
It follows that 𝑏 is bounded by some 𝑘2 if 𝑑 ≤ 1. Then (6.10) implies that

𝐾 = 𝐾𝛽(𝐷ℎ) ≤ 𝑘3𝑑.
With this 𝐾 Lemma 6.1 gives

𝑏 ≤ 8(𝑘𝑑)𝛽/(1+𝛽)(𝑘3𝑑)1/(1+𝛽) ≤ 𝑘4𝑑.
We conclude that

𝑏 = ‖𝐷ℎ‖𝐶0 < 𝑘4𝑑, 𝑎 = ‖ℎ‖𝐶0 ≤ 𝑘0 𝑑, and 𝐾𝛽(𝐷ℎ) ≤ 𝑘3𝑑,
so that

‖𝐻 − Id‖𝐶1+𝛽 = ‖ℎ‖𝐶1+𝛽 ≤ 𝑘5𝑑 = 𝑘5 ‖𝑓 − 𝐴‖𝐶1+𝛽 .
This completes the proof of Theorem 1.1.

7. Linearized conjugacy equation

In this section we begin the proof of Theorem 1.3, and in the next one we will
complete it using an iterative process. In these sections we fix a hyperbolic matrix
𝐴 ∈ 𝑆𝐿(𝑁, ℤ). We will use 𝐾 to denote any constant that depends only on 𝐴, and 𝐾𝑥 to
denote a constant that also depends on a parameter 𝑥.

7.1. Preliminaries. Set ̃𝐴 = (𝐴𝜏)−1 where𝐴𝜏 denotes transposematrix. We call ̃𝐴 the
dual map on ℤ𝑁 . Since 𝐴 is hyperbolic so is ̃𝐴, and we denote its stable and unstable
subspaces by ̃𝐸𝑠 and ̃𝐸ᵆ. Thus there is 𝜌 > 1 ( 𝜌 < min{𝜌𝑖0+1, 𝜌−1𝑖0 }) such that

‖ ̃𝐴𝑘𝑣‖ ≥ 𝐾𝜌𝑘‖𝑣‖, 𝑘 ≥ 0, 𝑣 ∈ ̃𝐸ᵆ,(7.1)
‖ ̃𝐴−𝑘𝑣‖ ≥ 𝐾𝜌𝑘‖𝑣‖, 𝑘 ≥ 0, 𝑣 ∈ ̃𝐸𝑠.

For a subspace 𝑉 of ℝ𝑁 , we use 𝜋𝑉 to denote the (orthogonal) projection to 𝑉 . For
any integer vector 𝑛 ∈ ℤ𝑁 we write 𝑛𝑠 = 𝜋𝐸̃𝑠𝑛 and 𝑛ᵆ = 𝜋𝐸̃𝑢𝑛. Since ̃𝐴 ∈ 𝑆𝐿(𝑁, ℤ)
is hyperbolic, for any 0 ≠ 𝑛 ∈ ℤ𝑁 both 𝑛𝑠 and 𝑛ᵆ are nonzero and there is a unique
𝑘0 = 𝑘0(𝑛) ∈ ℤ such that

‖ ̃𝐴𝑘𝑛𝑠‖ ≥ ‖ ̃𝐴𝑘𝑛ᵆ‖ for all 𝑘 ≤ 𝑘0 and
‖ ̃𝐴𝑘𝑛𝑠‖ < ‖ ̃𝐴𝑘𝑛ᵆ‖ for all 𝑘 > 𝑘0.



312 BORIS KALININ, VICTORIA SADOVSKAYA, AND ZHENQI JENNYWANG

We call the corresponding element ̃𝐴𝑘0(𝑛)𝑛 in the orbit of 𝑛minimal, and we denote
(7.2) 𝑀 = { ̃𝐴𝑘0(𝑛)𝑛 ∶ 0 ≠ 𝑛 ∈ ℤ𝑁 } ⊂ ℤ𝑁\0.
For any 𝑛 ∈ 𝑀 we have ‖𝑛𝑠‖ ≥ 1

2‖𝑛‖ and ‖ ̃𝐴𝑛ᵆ‖ > 1
2‖ ̃𝐴𝑛‖.

For a function 𝜃 ∈ 𝐿2(𝕋𝑁 , ℂ) we denote its Fourier coefficients by ̂𝜃𝑛, 𝑛 ∈ ℤ𝑁 , so
that

𝜃(𝑥) = ∑
𝑛∈ℤ𝑁

̂𝜃𝑛𝑒2𝜋𝐢𝑛⋅𝑥 in 𝐿2(𝕋𝑁).

We say that 𝜃 is excellent (for 𝐴) if ̂𝜃𝑛 = 0 for all 𝑛 ∉ 𝑀.
To simplify our estimates, instead of the standard Sobolev spaces we will work the

spacesH𝑠(𝕋𝑁), 𝑠 > 0, defined as follows. A function 𝜃 ∈ 𝐿2(𝕋𝑁) belongs toH𝑠(𝕋𝑁) if

‖𝜃‖𝑠
def= sup

𝑛
| ̂𝜃𝑛|‖𝑛‖𝑠 + | ̂𝜃0| < ∞.

The following relations hold (see, for example, Section 3.1 of [dlL99]). If 𝜎 > 𝑁+1 and
𝑟 ∈ ℕ, then for any 𝜃 ∈ 𝐶𝑟(𝕋𝑁) and 𝜔 ∈ H𝑟+𝜍 we have 𝜃 ∈ H𝑟 and 𝜔 ∈ 𝐶𝑟(𝕋𝑁) with
estimates

‖𝜃‖𝑟 ≤ 𝐾‖𝜃‖𝐶𝑟 and ‖𝜔‖𝐶𝑟 ≤ 𝐾‖𝜔‖𝑟+𝜍.(7.3)

For a vector-valued function 𝜃 ∶ 𝕋𝑁 → ℂ𝑚 we denote its coordinate functions by
𝜃𝑗 , 𝑗 = 1, . . . , 𝑚. We say that 𝜃 is inH𝑠(𝕋𝑁) if each 𝜃𝑗 is inH𝑠(𝕋𝑁) and set

‖𝜃‖𝑠
def= max

1≤𝑗≤𝑚
‖𝜃𝑗‖𝑠, ̂𝜃𝑛

def= ((𝜃1)𝑛, . . . , (𝜃𝑚)𝑛) for any 𝑛 ∈ ℤ𝑁 .

We say that 𝜃 is excellent if 𝜃𝑗 is excellent for each 𝑗.

7.2. Twisted cohomological equation over 𝐴 in high regularity.
A crucial step in the iterative process is solving the twisted cohomological equation

(7.4) 𝐴𝜔 − 𝜔 ∘ 𝐴 = 𝜃
over 𝐴, which can be viewed as the linearized conjugacy equation. In this section we
give preliminary results on solving this equation in high regularity. We start with a
scalar cohomological equation over 𝐴 twisted by 𝜆 ∈ ℂ\{0, 1},

𝜆𝜔 − 𝜔 ∘ 𝐴 = 𝜃.(7.5)

Lemma 7.1 shows that the obstructions to solving it in𝐶∞ category are sums of Fourier
coefficients of 𝜃 along the orbits of ̃𝐴. Moreover, for any 𝐶∞ function 𝜃 there is a well
behaved splitting 𝜃 = 𝜃𝜄 + 𝜃∗, where 𝜃𝜄 can be view as a projection to the space of
twisted coboundaries and 𝜃∗ as the error. A similar result was proved for ergodic toral
automorphisms in [DKt10] and used for establishing𝐶∞ local rigidity of some partially
hyperbolic ℤ𝑘 actions. We prove the result for hyperbolic case to keep our exposition
self-contained and get a better constant 𝜎(𝜆).

Lemma 7.1. For a function 𝜃 ∶ 𝕋𝑁 → ℂ inH𝑎(𝕋𝑁) and 𝜆 ∈ ℂ\{0, 1} we define

𝐷𝜃(𝑛) =
∞
∑

𝑖=−∞
𝜆−(𝑖+1) ̂𝜃𝐴̃𝑖𝑛.

Suppose 𝑎 ≥ 𝜎(𝜆) = | log |𝜆||
log𝜌 + 1, where 𝜌 > 1 is the expansion rate of ̃𝐴 from (7.1). Then
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(i) The sum 𝐷𝜃(𝑛) converges absolutely for any 𝑛 ≠ 0; moreover the function

𝜃∗ def= ∑
𝑛∈𝑀

𝜆𝐷𝜃(𝑛)𝑒2𝜋𝐢𝑛⋅𝑥,

where𝑀 is from (7.2), is inH𝑎(𝕋𝑁) with the estimate ‖𝜃∗‖𝑎 ≤ 𝐾𝑎,𝜆‖𝜃‖𝑎.
(ii) If 𝐷𝜃(𝑛) = 0 for any 𝑛 ≠ 0, then the equation (7.5) has a solution 𝜔 ∈ H𝑎(𝕋𝑁)

with the estimate

‖𝜔‖𝑎 ≤ 𝐾𝑟,𝜆‖𝜃‖𝑎.

(iii) If the equation (7.5) has a solution 𝜔 ∈ H𝜍(𝜆)(𝕋𝑁), then 𝐷𝜃(𝑛) = 0 for any
𝑛 ≠ 0.

(iv) For 𝜃𝜄 def= 𝜃 − 𝜃∗ the equation:
𝜆𝜔 − 𝜔 ∘ 𝐴 = 𝜃𝜄

has a solution 𝜔 ∈ H𝑎(𝕋𝑁) with the estimate ‖𝜔‖𝑎 ≤ 𝐾𝑟,𝜆‖𝜃‖𝑎.

Remark 7.2. We emphasize that the existence of 𝜃∗ requires a high regularity of 𝜃. In
fact, for any 𝑏 ≤ 𝜎(𝜆), we have to estimate it as ‖𝜃∗‖𝑏 ≤ 𝐾𝜆‖𝜃‖𝜍(𝜆).

Proof. We define
𝐷𝜃(𝑛)+ = ∑

𝑖≥1
𝜆−(𝑖+1) ̂𝜃𝐴̃𝑖𝑛 and 𝐷𝜃(𝑛)− = −∑

𝑖≤0
𝜆−(𝑖+1) ̂𝜃𝐴̃𝑖𝑛.

(i) Let 𝑛 ∈ 𝑀. The inequality ‖𝜋𝐸̃𝑠(𝑛)‖ ≥ 1
2‖𝑛‖ we obtain

|𝐷𝜃(𝑛)−| ≤ ‖𝜃‖𝑎∑
𝑖≤0

|𝜆|−(𝑖+1) ‖ ̃𝐴𝑖𝑛‖−𝑎 ≤ ‖𝜃‖𝑎∑
𝑖≤0

|𝜆|−(𝑖+1) ‖𝜋𝐸̃𝑠( ̃𝐴𝑖𝑛)‖−𝑎

≤ ‖𝜃‖𝑎𝐶−𝑎∑
𝑖≤0

|𝜆|−(𝑖+1)𝜌𝑖𝑎 ‖𝜋𝐸̃𝑠(𝑛)‖−𝑎
(1)
≤ 𝐾𝑎,𝜆‖𝜃‖𝑎 ‖𝑛‖−𝑎.(7.6)

Here in (1) convergence is guaranteed by 𝑎 > | log |𝜆||
log𝜌 . The sum𝐷𝜃(𝑛)+ can be estimated

similarly using the inequality ‖𝜋𝐸̃𝑢( ̃𝐴𝑛)‖ ≥ 1
2‖ ̃𝐴𝑛‖. Hence we get

‖𝜃∗‖𝑎 ≤ 𝐾𝑎,𝜆‖𝜃‖𝑎.
For any 𝑧 ∈ ℤ𝑁 and 𝑘 ∈ ℤ, we see that

𝐷𝜃( ̃𝐴𝑘𝑧) = 𝜆𝑘𝐷𝜃(𝑧).(7.7)
This shows that 𝐷𝜃(𝑛) converges absolutely for any 𝑛 ≠ 0.
(ii) In the dual space the equation 𝜆𝜔 − 𝜔 ∘ 𝐴 = 𝜃 has the form

𝜆𝜔𝑛 − 𝜔𝐴̃𝑛 = ̂𝜃𝑛 for all 𝑛 ∈ ℤ𝑁 .

For 𝑛 = 0, we let 𝜔0 = 𝜃0
𝜆−1 . For any 𝑛 ≠ 0, let 𝜔𝑛 = 𝐷𝜃(𝑛)−. Then 𝜔 = ∑𝑛∈ℤ𝑁 𝜔𝑛𝑒2𝜋𝐢

is a formal solution. Next, we obtain its Sobolev estimates. If ‖𝜋𝐸̃𝑠(𝑛)‖ ≥ 1
2‖𝑛‖, then

from (7.6) we have
|𝜔𝑛| ⋅ ‖𝑛‖𝑎 ≤ 𝐾𝑎,𝜆.(7.8)

If ‖𝜋𝐸̃𝑢( ̃𝐴𝑛)‖ ≥ 1
2‖ ̃𝐴𝑛‖, then the assumption 𝐷𝜃(𝑛) = 0 implies that 𝜔𝑛 = 𝐷𝜃(𝑛)+.

The arguments in (i) show that (7.8) still holds.
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(iii) By (i) and (7.7) we have: for any 𝑛 ≠ 0
𝐷𝜃(𝑛) = 𝐷𝜆𝜔−𝜔∘𝐴(𝑛) = 𝜆𝐷𝜔(𝑛) − 𝐷𝜔( ̃𝐴𝑛) = 𝜆𝐷𝜔(𝑛) − 𝜆𝐷𝜔(𝑛) = 0.

(iv) It is clear that 𝐷𝜃𝜄(𝑛) = 𝐷𝜃−𝜃∗(𝑛) = 𝐷𝜃(𝑛)−𝐷𝜃∗(𝑛) = 0 for any 𝑛 ≠ 0. Then the
result follows from (ii). □

Now we extend Lemma 7.1 to the vector valued case. We consider the equation
𝐴𝑖𝜔 − 𝜔 ∘ 𝐴 = 𝜃

with the twist given by the restriction 𝐴𝑖 = 𝐴|𝐸𝑖, where 𝐸𝑖, 𝑖 = 1, . . . , 𝐿, is a subspace
of the splitting (3.1). We note that any eigenvalue 𝜆 of 𝐴𝑖 satisfies |𝜆| = 𝜌𝑖.
Lemma 7.3. Let 𝜌 > 1 be the expansion rate for ̃𝐴 from (7.1) and let

(7.9) 𝜎 = max
𝑖=1,. . .,𝐿

( | log 𝜌𝑖|log 𝜌 + 1)𝑁 + 𝑁 + 2.

Then for any 𝑖 = 1, . . . , 𝐿 and any 𝐶∞ map 𝜃 ∶ 𝕋𝑁 → ℂ𝑁𝑖 , there is a splitting of 𝜃
𝜃 = 𝜃𝜄 + 𝜃∗

such that the equation
𝐴𝑖𝜔 − 𝜔 ∘ 𝐴 = 𝜃𝜄(7.10)

has a 𝐶∞ solution 𝜔 with estimates
‖𝜔‖𝐶𝑟 ≤ 𝐾𝑟‖𝜃‖𝐶𝑟+𝜍 for all 𝑟 ≥ 0;

and 𝜃∗ ∶ 𝕋𝑁 → ℂ𝑁𝑖 is an excellent 𝐶∞ map so that for all 𝑟 ≥ 0
‖𝜃∗‖𝐶𝑟 ≤ 𝐾𝑟‖𝜃‖𝐶𝑟+𝜍 and ‖𝜃∗‖𝑟 ≤ 𝐾𝑟‖𝜃‖𝑟+𝜍−2−𝑁 .

Proof. If 𝐴𝑖 is semisimple, then the conclusion follows directly from Lemma 7.1 as the
equation (7.10) splits into finitely many equations of the type

𝜆𝑗𝜔𝑗 − 𝜔𝑗 ∘ 𝐴 = (𝜃𝑗)𝜄,
where 𝜃𝑗 is a coordinate function of 𝜃 and 𝜆𝑗 is the corresponding eigenvalue of 𝐴𝑖.
If 𝐴𝑖 is not semisimple, we choose a basis in which 𝐴𝑖 is in its Jordan normal form

with some nontrivial Jordan blocks. We note that the excellency of maps is preserved
under the change of basis. Let 𝐽 = (𝐽𝑙,𝑗) to be an𝑚×𝑚 Jordan block of𝐴𝑖 corresponding
to an eigenvalue 𝜆 with |𝜆| = 𝜌𝑖, that is, 𝐽𝑙,𝑙 = 𝜆 for all 1 ≤ 𝑙 ≤ 𝑚 and 𝜆𝑙,𝑙+1 = 1 for all
1 ≤ 𝑙 ≤ 𝑚 − 1. Then equation (7.10) splits into equations of the form

𝐽Ω − Ω ∘ 𝐴 = Θ𝜄,(7.11)
corresponding to the Jordan blocks 𝐽. Each equation (7.11) further splits into the fol-
lowing𝑚 equations:

𝜆Ω𝑗 −Ω𝑗 ∘ 𝐴 + Ω𝑗+1 = (Θ𝜄)𝑗 , 1 ≤ 𝑗 ≤ 𝑚 − 1, and
𝜆Ω𝑚 −Ω𝑚 ∘ 𝐴 = (Θ𝜄)𝑚 = (Θ𝑚)𝜄.

For the𝑚-th equation, Lemma 7.1 gives the splitting
Θ𝑚 = 𝜆Ω𝑚 −Ω𝑚 ∘ 𝐴 + (Θ∗)𝑚,

where Ω𝑚, (Θ∗)𝑚 = (Θ𝑚)∗, and (Θ𝜄)𝑚 = 𝜆Ω𝑚 −Ω𝑚 ∘ 𝐴 are 𝐶∞ functions satisfying
max{‖(Θ∗)𝑚‖𝑟, ‖Ω𝑚‖𝑟} ≤ 𝐾𝑟,𝑚‖Θ‖𝑟+𝜍(𝜌𝑖) for all 𝑟 ≥ 0
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and Θ∗
𝑚 is excellent.

Now we proceed by induction. Fix 1 ≤ 𝑘 ≤ 𝑚 − 1 and assume that for all 𝑘 + 1 ≤
𝑗 ≤ 𝑚 we already have the splitting

Θ𝑗 = 𝜆Ω𝑗 −Ω𝑗 ∘ 𝐴 + Ω𝑗+1 + (Θ∗)𝑗
where Ω𝑗 , Θ∗

𝑗 , and (Θ𝜄)𝑗 = 𝜆Ω𝑗 −Ω𝑗 ∘ 𝐴 + Ω𝑗+1 are 𝐶∞ functions satisfying

max{‖Ω𝑗‖𝑟, ‖(Θ∗)𝑗‖𝑟} ≤ 𝐾𝑟,𝑗‖Θ‖𝑟+(𝑚−𝑗+1)𝜍(𝜌𝑖) for all 𝑟 ≥ 0(7.12)

and (Θ∗)𝑗 is excellent. By Lemma 7.1 we obtain the splitting
Θ𝑘 −Ω𝑘+1 = 𝜆Ω𝑘 −Ω𝑘 ∘ 𝐴 + (Θ𝑘 −Ω𝑘+1)∗,

whereΩ𝑘, (Θ∗)𝑘 = (Θ𝑘 −Ω𝑘+1)∗, and (Θ𝜄)𝑘 = 𝜆Ω𝑘 −Ω𝑘 ∘ 𝐴 +Ω𝑘+1 are 𝐶∞ functions
satisfying the estimates following from (7.12):

max{‖Ω𝑘‖𝑟, ‖(Θ∗)𝑘‖𝑟}
≤ 𝐾𝑟‖Θ𝑘 −Ω𝑘+1‖𝑟+𝜍(𝜌𝑖) ≤ 𝐾𝑟,𝑘‖Θ‖𝑟+(𝑚−𝑘+1)𝜍(𝜌𝑖) for all 𝑟 ≥ 0

and (Θ∗)𝑘 is excellent. Let Ω, Θ𝜄 and Θ∗ be maps with coordinate functions Ω𝑗 , (Θ𝜄)𝑗
and (Θ∗)𝑗 , 1 ≤ 𝑗 ≤ 𝑚 respectively. Hence we show that there is a splitting of Θ

Θ = Θ𝜄 + Θ∗

such that the equation (7.11) has a 𝐶∞ solution Ω with estimates

max{‖Θ∗‖𝑟, ‖Ω‖𝑟} ≤ 𝐾𝑟‖Θ‖𝑟+𝑚𝜍(𝜌𝑖) for all 𝑟 ≥ 0.
This can be repeated for all corresponding blocks of 𝐴. Since the maximal size of a
Jordan block is bounded by𝑁, we obtain estimates for the ‖⋅‖𝑟 norms of𝜔 and 𝜃∗. This
implies estimates for the ‖⋅‖𝐶𝑟 norms as well by (7.3). □

7.3. Main result on the linearized equation. Theorem 7.4 plays the crucial role in
the inductive step of the iterative process, Proposition 8.3. In the step we start with a
𝐶1 conjugacy 𝐻 between 𝐴 and its perturbation 𝑓, and use Theorem 1.1 to get that 𝐻
is 𝐶1+𝑎. The goal is to construct a new map ̃𝑓 = 𝐻̃−1 ∘ 𝑓 ∘ 𝐻̃ which is closer to 𝐴. The
map 𝐻̃ is obtained in the form 𝐻̃ = 𝐼 −𝜔, where 𝜔 is a 𝐶∞ approximate solution of the
linearized equation (7.14) given by Theorem 7.4. To construct𝜔weuse an approximate
𝐶1+𝑎 solution 𝔥 = 𝐻−𝐼 of linearized equation (7.13). This necessitates the introduction
of the 𝐶1+𝑎 error term Ψ in the assumption (7.13), see Lemma 8.5 and equation (8.13).

Theorem 7.4. Let 𝐴 be weakly irreducible hyperbolic automorphism of 𝕋𝑁 . Suppose
that

𝐴𝔥 − 𝔥 ∘ 𝐴 = ℛ + Ψ,(7.13)

where maps 𝔥, Ψ ∶ 𝕋𝑁 → ℝ𝑁 are 𝐶1+𝑎 andℛ ∶ 𝕋𝑁 → ℝ𝑁 is 𝐶∞.
Then there exist 𝐶∞ maps 𝜔,Φ ∶ 𝕋𝑁 → ℝ𝑁 satisfying the equation

ℛ = 𝐴𝜔 − 𝜔 ∘ 𝐴 + Φ(7.14)

and the estimates

‖𝜔‖𝐶𝑟 ≤ 𝐾𝑟‖ℛ‖𝐶𝑟+𝜍 and ‖Φ‖𝐶0 ≤ 𝐾𝑙,𝑎(‖Ψ‖𝐶1+𝑎)
𝑙−2−𝑁
𝑙+𝑁 (‖ℛ‖𝐶𝑙+𝜍)

2𝑁+2
𝑙+𝑁

for any 𝑟 ≥ 0 and 𝑙 > 𝑁 + 2, where 𝜎 is given by (7.9).
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Themain difficulty in estimatingΦ in our setting is thatΨ is only𝐶1+𝑎. This does not
allow us to directly estimate orbit sums of Fourier coefficients and split𝑅 into a smooth
coboundary 𝑅𝜄 = 𝐴𝜔 − 𝜔 ∘ 𝐴 and an error term 𝑅∗ = Φ, see Remark 7.2. To overcome
this problem we use the splitting ℝ𝑁 = ⊕𝐸𝑖 to decompose the equation (7.13) and
then differentiate 𝑖𝑡ℎ component along directions in 𝐸𝑖. This allows us to “balance”
the twist (up to a polynomial growth of Jordan blocks) and analyze the differentiated
equation using Hölder regularity. This is done in the following Lemma 7.5. After that,
we establish Lemma 7.6 to relate Fourier coefficients of a function and its directional
derivatives. We then complete the proof of Theorem 7.4 in Section 7.5.
Another difficulty in applying KAM methods to our setting is that the estimate of

Φ depends on Ψ and ℛ rather than on Ψ only. This results in technical issues in prov-
ing convergence of the iterative procedure, which we resolve by introducing, and later
appropriately choosing, the parameter 𝑙 in the estimate for ‖Φ‖𝐶0 .
Now we begin the analysis of the differentiated equation (7.13). For any 1 ≤ 𝑖 ≤ 𝐿

and any unit vector 𝑢0 ∈ 𝐸𝑖, we consider unit vectors 𝑢𝑘 and scalars 𝑎𝑘, 𝑘 ∈ ℤ, given
by

(7.15) 𝑢𝑘 =
𝐴𝑘
𝑖 𝑢0

‖𝐴𝑘
𝑖 𝑢0‖

and 𝑎𝑘 = ‖𝐴𝑖𝑢𝑘‖ =
‖𝐴𝑘+1

𝑖 𝑢0‖
‖𝐴𝑘

𝑖 𝑢0‖
so that 𝐴𝑖𝑢𝑘 = 𝑎𝑘𝑢𝑘+1.

We define a sequence of matrices 𝑃𝑘 ∈ 𝐺𝐿(𝑁 𝑖, ℝ) which commute with 𝐴𝑖 and satisfy
the recursive equation

(7.16) 𝑃𝑘+1 = 𝑎𝑘𝐴−1𝑖 𝑃𝑘.
Specifically, we set

𝑃0 = Id and 𝑃𝑘 ={
𝑎0⋯𝑎𝑘−1𝐴−𝑘𝑖 = ‖𝐴𝑘

𝑖 𝑢0‖𝐴−𝑘
𝑖 , 𝑘 > 0,

(𝑎−1⋯𝑎−𝑘)−1𝐴𝑘𝑖 = ‖𝐴−𝑘
𝑖 𝑢0‖𝐴𝑘

𝑖 , 𝑘 < 0.
(7.17)

Lemma 7.5. Let 𝜑𝑘 ∶ 𝕋𝑁 → ℝ𝑁𝑖 be a sequence of maps inH𝑎(𝕋𝑁), 𝑎 > 0, satisfying
‖𝜑𝑘‖𝑎 ≤ 𝔟 for all 𝑘 ∈ ℤ, let 𝑃𝑘 ∈ 𝐺𝐿(𝑁 𝑖, ℝ) be as in (7.17), and let

𝑆(𝑛) = ∑
𝑘∈ℤ

𝑃𝑘 (𝜑𝑘)𝐴̃𝑘𝑛.

(i) For any 𝑛 ∈ 𝑀 the sum 𝑆(𝑛) converges absolutely in ℂ𝑁𝑖 with the estimate
‖𝑆(𝑛)‖ ≤ 𝐾𝑎𝔟 ‖𝑛‖−𝑎.

(ii) If 𝔥𝑘 ∶ 𝕋𝑁 → ℝ𝑁𝑖 is another sequence inH𝑎(𝕋𝑁) so that for all 𝑘 ∈ ℤ we have
‖𝔥𝑘‖𝑎 ≤ 𝔠 and

𝐴𝑖𝔥𝑘 − 𝑎𝑘𝔥𝑘+1 ∘ 𝐴 = 𝜑𝑘,(7.18)

then 𝑆(𝑛) = 0 for every 𝑛 ∈ 𝑀.

Proof. (i) Since all eigenvalues of 𝐴𝑖 have the same modulus 𝜌𝑖, we have (3.3), and so
there exists a constant 𝐶 such that all 𝑃𝑘 satisfy the polynomial estimate

‖𝑃𝑘‖ ≤ ‖𝐴𝑘
𝑖 ‖ ⋅ ‖𝐴−𝑘𝑖 ‖ ≤ 𝐶(|𝑘| + 1)2𝑁 ≕ 𝑝(|𝑘|), for all 𝑘 ∈ ℤ.(7.19)

Let 𝑛 ∈ 𝑀.We write 𝜑𝑘 = (𝜑𝑘,1,⋯ , 𝜑𝑘,𝑁𝑖 ) and set

𝑆(𝑛)+ = ∑
𝑘≥1

𝑃𝑘 (𝜑𝑘)𝐴̃𝑘𝑛 and 𝑆(𝑛)− = ∑
𝑘≤0

𝑃𝑘 (𝜑𝑘)𝐴̃𝑘𝑛.
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Using the assumption ‖𝜑𝑘‖𝑎 ≤ 𝔟, estimates (7.19) and (7.1), and the inequality
‖𝜋𝐸̃𝑠(𝑛)‖ ≥ 1

2‖𝑛‖ we obtain

‖𝑆(𝑛)−‖ ≤ ∑
𝑘≤0

‖𝑃𝑘‖ max
1≤𝑗≤𝑚

|(𝜑𝑘,𝑗)𝐴̃𝑘𝑛| ≤ ∑
𝑘≤0

‖𝜑𝑘‖𝑎 ‖𝑃𝑘‖ ‖ ̃𝐴𝑘𝑛‖−𝑎

≤ 𝔟 ∑
𝑘≤0

𝑝(|𝑘|) ‖𝜋𝐸̃𝑠( ̃𝐴𝑘𝑛)‖−𝑎 ≤ 𝔟𝐶−𝑎 ∑
𝑘≤0

𝑝(|𝑘|) 𝜌𝑘𝑎 ‖𝜋𝐸̃𝑠(𝑛)‖−𝑎

≤ 𝐾𝑎𝔟 ‖𝑛‖−𝑎.

The sum 𝑆(𝑛)+ can be estimated similarly using the inequality ‖𝜋𝐸̃𝑢( ̃𝐴𝑛)‖ ≥ 1
2‖ ̃𝐴𝑛‖.

(ii) Let 𝑛 ∈ 𝑀. From the equation (7.18) we obtain that for any 𝑘 ∈ ℤ

𝑃𝑘 𝜑𝑘 ∘ 𝐴𝑘 = 𝑃𝑘𝐴𝑖 𝔥𝑘 ∘ 𝐴𝑘 − 𝑎𝑘𝑃𝑘 𝔥𝑘+1 ∘ 𝐴𝑘+1.

Summing from−𝑚 to 𝑗 and observing that the sumon the right is telescoping as𝑎𝑘𝑃𝑘 =
𝐴𝑖𝑃𝑘+1 = 𝑃𝑘+1𝐴𝑖 by the choice of 𝑃𝑘 in (7.16), we obtain

𝑗
∑

𝑘=−𝑚
𝑃𝑘 𝜑𝑘 ∘ 𝐴𝑘 = 𝐴𝑖𝑃−𝑚𝔥−𝑚 ∘ 𝐴−𝑚 − 𝑎𝑗𝑃𝑗 𝔥𝑗+1 ∘ 𝐴𝑗+1.

Taking Fourier coefficients and noting that (𝜃 ∘ 𝐴𝑘)𝑛 = ̂𝜃𝐴̃𝑘𝑛 we obtain

𝑗
∑

𝑘=−𝑚
𝑃𝑘(𝜑𝑘)𝐴̃𝑘𝑛 = 𝐴𝑖𝑃−𝑚(𝔥−𝑚)𝐴̃−𝑚𝑛 − 𝑎𝑗𝑃𝑗(𝔥𝑗+1)𝐴̃𝑗+1𝑛.

Since the series∑𝑘∈ℤ 𝑃𝑘(𝔥𝑘)𝐴̃𝑘𝑛 converges by part (i), we have 𝑃𝑘(𝔥𝑘)𝐴̃𝑘𝑛 → 0 as 𝑘 →
±∞ and hence, as 𝑎𝑘 are bounded,

𝑎𝑗𝑃𝑗(𝔥𝑗+1)𝐴̃𝑗+1𝑛 → 0 as 𝑗 → ∞, and 𝐴𝑖𝑃𝑚(𝔥𝑚)𝐴̃𝑚𝑛 → 0 as 𝑚 → −∞.

We conclude that 𝑆(𝑛) = 0. □

7.4. Directional derivatives. In this section we establish some estimates for Fourier
coefficients of a 𝐶1 function 𝜃 ∶ 𝕋𝑁 → ℝ via Fourier coefficients of its directional
derivatives along a subspace 𝐸𝑖 of the splitting (3.1). This relies on weak irreducibility
of 𝐴.
For any 𝑣 ∈ ℝ𝑁 with ‖𝑣‖ = 1, we denote the directional derivative of 𝜃 along 𝑣 by

𝜃𝑣.

Lemma 7.6. Let 𝐴 be a weakly irreducible integer matrix and let 𝑣𝑖,𝑗 , 𝑗 = 1, . . . , 𝑁 𝑖, be
an orthonormal basis of a subspace 𝐸𝑖 from (3.1). Then there exists a constant 𝐾 = 𝐾(𝐴)
such that for any 𝑖 = 1, . . . , 𝐿 and any 𝐶1 function 𝜃 ∶ 𝕋𝑁 → ℝ,

| ̂𝜃𝑛| ≤ 𝐾
𝑁𝑖

∑
𝑗=1

|(𝜃𝑣𝑖,𝑗 )𝑛| ⋅ ‖𝑛‖𝑁 for all 𝑛 ∈ ℤ𝑁\0.

Proof. We denote by ‖.‖ the standard Euclidean norm in ℝ𝑁 . Since 𝜃 is 𝐶1, we have

2𝜋 i(𝑛 ⋅ 𝑣𝑖,𝑗) ̂𝜃𝑛 = (𝜃𝑣𝑖,𝑗 )𝑛, 1 ≤ 𝑗 ≤ 𝑁 𝑖.
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Adding over 𝑗 we obtain that for any 𝑛 ∈ ℤ𝑁\0 we have

| ̂𝜃𝑛| =
∑𝑁𝑖

𝑗=1 |(𝜃𝑣𝑖,𝑗 )𝑛|

2𝜋∑𝑁𝑖
𝑗=1 |𝑛 ⋅ 𝑣𝑖,𝑗|

≤
∑𝑁𝑖

𝑗=1 |(𝜃𝑣𝑖,𝑗 )𝑛|
2𝜋‖𝜋𝐸𝑖𝑛‖ ,

since for an orthonormal basis 𝑣𝑖,𝑗 we have∑
𝑁𝑖
𝑗=1 |𝑛 ⋅ 𝑣𝑖,𝑗| ≥ ‖𝜋𝐸𝑖𝑛‖. Since ‖𝜋𝐸𝑖𝑛‖ =

𝑑(𝑛, (𝐸𝑖)⟂), to complete the proof it remains to show that 𝑑(𝑛, (𝐸𝑖)⟂) ≥ 𝐾′‖𝑛‖−𝑁 .
Since 𝐴 is weakly irreducible, so is the transpose 𝐴𝜏. This follows from Lemma 3.3

which gives an equivalent condition for weak irreducibility in terms of the characteris-
tic polynomial. We denote the splitting (3.1) for𝐴𝜏 byℝ𝑁 = 𝐸1𝜏⊕⋯⊕𝐸𝐿𝜏 and similarly
let ̂𝐸𝑖𝜏 = ⊕𝑗≠𝑖𝐸𝑖𝜏. Then we obtain (𝐸𝑖)⟂ = ̂𝐸𝑖𝜏. Indeed, the polynomial

𝑝𝑖(𝑥) = ∏
|𝜆|=𝜌𝑖

(𝑥 − 𝜆)𝑁 ,

where the product is over all eigenvalues of 𝐴 of modulus 𝜌𝑖, is real and
(𝐸𝑖)⟂ = (ker 𝑝𝑖(𝐴))⟂ = 𝑟𝑎𝑛𝑔𝑒(𝑝𝑖(𝐴)𝜏) = 𝑟𝑎𝑛𝑔𝑒(𝑝𝑖(𝐴𝜏)) = ̂𝐸𝑖𝜏,

since 𝑝𝑖(𝐴𝜏) is invertible on ̂𝐸𝑖𝜏. Now the desired inequality
𝑑(𝑛, (𝐸𝑖)⟂) = 𝑑(𝑛, ̂𝐸𝑖𝜏) ≥ 𝐾′‖𝑛‖−𝑁

follows from Katznelson’s Lemma. We apply it to 𝐴𝜏 with the invariant splitting ℝ𝑁 =
̂𝐸𝑖𝜏 ⊕ 𝐸𝑖𝜏 and note that ̂𝐸𝑖𝜏 ∩ ℤ𝑁 = {0} by weak irreducibility of 𝐴𝜏. □

Lemma 7.7 (Katznelson’s Lemma). Let𝐴 be an𝑁 ×𝑁 integer matrix. Assume thatℝ𝑁

splits as ℝ𝑁 = 𝑉1⨁𝑉2 with 𝑉1 and 𝑉2 invariant under 𝐴 and such that 𝐴|𝑉1 and 𝐴|𝑉2
have no common eigenvalues. If 𝑉1 ∩ ℤ𝑁 = {0}, then there exists a constant 𝐾 such that

𝑑(𝑛, 𝑉1) ≥ 𝐾‖𝑛‖−𝑁 for all 0 ≠ 𝑛 ∈ ℤ𝑁 ,
where ‖𝑣‖ denotes Euclidean norm and 𝑑 is Euclidean distance.
See e.g. [DKt10, Lemma 4.1] for a proof.

7.5. Proof of Theorem 7.4. Using the splitting ℝ𝑁 = ⊕𝐸𝑖 we decompose (7.13) into
equations

𝐴𝑖𝔥𝑖 − 𝔥𝑖 ∘ 𝐴 = ℛ𝑖 + Ψ𝑖, 𝑖 = 1, . . . , 𝐿,(7.20)
where 𝔥𝑖, ℛ𝑖 and Ψ𝑖 are coordinate maps in the of 𝔥, ℛ and Ψ respectively.
By Lemma 7.3 there is an excellent 𝐶∞ map ℛ∗

𝑖 with estimates
‖ℛ∗

𝑖 ‖𝐶𝑟 ≤ 𝐾𝑟 ‖ℛ𝑖‖𝐶𝑟+𝜍 and ‖ℛ∗
𝑖 ‖𝑟 ≤ 𝐾𝑟 ‖ℛ𝑖‖𝑟+𝜍−𝑁−2 for all 𝑟 ≥ 0,(7.21)

such that the equation
𝐴𝑖𝜔𝑖 − 𝜔𝑖 ∘ 𝐴 = ℛ𝑖 +ℛ∗

𝑖(7.22)
has a 𝐶∞ solution 𝜔𝑖 with estimates

‖𝜔𝑖‖𝐶𝑟 ≤ 𝐾𝑟‖ℛ𝑖‖𝐶𝑟+𝜍 for all 𝑟 ≥ 0.
Let 𝜔 be the map with coordinate maps 𝜔𝑖.
We obtain from (7.20) and (7.22) that 𝐶1+𝑎 maps 𝔭𝑖 = 𝔥𝑖 − 𝜔𝑖 and Λ𝑖 = −ℛ∗

𝑖 + Ψ𝑖
satisfy

𝐴𝑖𝔭𝑖 − 𝔭𝑖 ∘ 𝐴 = Λ𝑖.
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We fix 1 ≤ 𝑖 ≤ 𝐿 and an orthonormal basis 𝑣𝑖,𝑗 of 𝐸𝑖. We fix 1 ≤ 𝑗 ≤ 𝑁 𝑖 and,
as in (7.15), consider unit vectors 𝑢0 = 𝑣𝑖,𝑗 and 𝑢𝑘 = 𝐴𝑘ᵆ0

‖𝐴𝑘ᵆ0‖
, and let 𝑎𝑘 = ‖𝐴𝑢𝑘‖,

𝑘 ∈ ℤ. Taking the derivative of the previous equation in the direction of 𝑢𝑘 we obtain
equations

𝐴𝑖(𝔭𝑖)ᵆ𝑘 − 𝑎𝑘(𝔭𝑖)ᵆ𝑘+1 ∘ 𝐴 = (Λ𝑖)ᵆ𝑘 , ∀ 𝑘 ∈ ℤ.
We note that for any 𝑘 ∈ ℤ the maps (𝔭𝑖)ᵆ𝑘 and (Λ𝑖)ᵆ𝑘 are in 𝐶𝑎 and hence inℋ𝑎, as
we recall that for any function 𝑔 by (7.3) we have

‖𝑔ᵆ𝑘‖𝑎 ≤ 𝐾‖𝑔ᵆ𝑘‖𝐶𝑎 ≤ 𝐾1‖𝑔‖𝐶1+𝑎 .(7.23)
Now we use (ii) of Lemma 7.5 with 𝔥𝑘 = (𝔭𝑖)ᵆ𝑘 , 𝜑𝑘 = (Λ𝑖)ᵆ𝑘 , and 𝑃𝑘 is as defined in

(7.17) to obtain that for any 𝑛 ∈ 𝑀
∑
𝑘∈ℤ

𝑃𝑘 ˆ((Ψ𝑖)ᵆ𝑘)𝐴̃𝑘𝑛 − ∑
𝑘∈ℤ

𝑃𝑘 ˆ((ℛ∗
𝑖 )ᵆ𝑘)𝐴̃𝑘𝑛 = ∑

𝑘∈ℤ
𝑃𝑘 ˆ((Λ𝑖)ᵆ𝑘)𝐴̃𝑘𝑛 = 0.

Since (ℛ∗
𝑖 )ᵆ𝑘 is excellent, for each 𝑘 ∈ ℤ we have

∑
𝑘∈ℤ

𝑃𝑘 ˆ((Ψ𝑖)ᵆ𝑘)𝐴̃𝑘𝑛 = ∑
𝑘∈ℤ

𝑃𝑘 ˆ((ℛ∗
𝑖 )ᵆ𝑘)𝐴̃𝑘𝑛 = ˆ((ℛ∗

𝑖 )ᵆ0)𝑛

for any 𝑛 ∈ 𝑀, which gives

| ˆ((ℛ∗
𝑖 )ᵆ0)𝑛|

(1)
≤ 𝐾𝑎max𝑘∈ℤ

{‖(Ψ𝑖)ᵆ𝑘‖𝑎}‖𝑛‖−𝑎
(2)
≤ 𝐾𝑎,1‖Ψ𝑖‖𝐶1+𝑎‖𝑛‖−𝑎.

Here in (1) we use (i) of Lemma 7.5 and in (2) we use (7.23).
We conclude that for any 𝑣𝑖,𝑗 , 1 ≤ 𝑗 ≤ 𝑁 𝑖, we have

| ˆ((ℛ∗
𝑖 )𝑣𝑖,𝑗 )𝑛| ≤ 𝐾𝑎‖Ψ𝑖‖𝐶1+𝑎‖𝑛‖−𝑎, ∀ 𝑛 ∈ 𝑀.(7.24)

Finally, using Lemma 7.6 and (7.24), we obtain that for any 𝑛 ∈ 𝑀

(7.25) |(̂ℛ∗
𝑖 )𝑛| ≤ 𝐾

𝑁𝑖

∑
𝑗=1

| ˆ((ℛ∗
𝑖 )𝑣𝑖,𝑗 )𝑛|‖𝑛‖

𝑁 ≤ 𝐾𝑎‖Ψ𝑖‖𝐶1+𝑎‖𝑛‖𝑁−𝑎 ≤ 𝐾𝑎‖Ψ𝑖‖𝐶1+𝑎‖𝑛‖𝑁 .

Now for any 𝑟 > 𝑁 +2 and any 𝑛 ∈ 𝑀 we can estimate splitting the exponent of the
first term as 𝛼 and 1 − 𝛼 in the way to get the total the exponent of ‖𝑛‖ be zero

|(̂ℛ∗
𝑖 )𝑛|‖𝑛‖𝑁+2 = |(̂ℛ∗

𝑖 )𝑛|
𝑙−2−𝑁
𝑙+𝑁 |(̂ℛ∗

𝑖 )𝑛|
2𝑁+2
𝑙+𝑁 ‖𝑛‖𝑁+2

(1)
≤ (𝐾𝑎‖Ψ𝑖‖𝐶1+𝑎‖𝑛‖𝑁)

𝑙−2−𝑁
𝑙+𝑁 (‖𝑛‖−𝑙‖ℛ∗

𝑖 ‖𝑙)
2𝑁+2
𝑙+𝑁 ‖𝑛‖𝑁+2

= 𝐾
𝑙−2−𝑁
𝑙+𝑁

𝑎 (‖Ψ𝑖‖𝐶1+𝑎)
𝑙−2−𝑁
𝑙+𝑁 (‖ℛ∗

𝑖 ‖𝑙)
2𝑁+2
𝑙+𝑁

(2)
≤ 𝐾𝑙,𝑎(‖Ψ𝑖‖𝐶1+𝑎)

𝑙−2−𝑁
𝑙+𝑁 (‖ℛ∗

𝑖 ‖𝐶𝑙 )
2𝑁+2
𝑙+𝑁

(3)
≤ 𝐾𝑙,𝑎(‖Ψ𝑖‖𝐶1+𝑎)

𝑙−2−𝑁
𝑙+𝑁 (‖ℛ𝑖‖𝐶𝑙+𝜍)

2𝑁+2
𝑙+𝑁 .

Here in (1) we use that ℛ∗
𝑖 is 𝐶∞ and (7.25); in (2) we use (7.3); in (3) we use (7.21).

Then by (7.3) we get

‖ℛ∗
𝑖 ‖𝐶0 ≤ 𝐶‖ℛ∗

𝑖 ‖𝑁+2 ≤ 𝐾𝑙,𝑎(‖Ψ𝑖‖𝐶1+𝑎)
𝑙−2−𝑁
𝑙+𝑁 (‖ℛ𝑖‖𝐶𝑙+𝜍)

2𝑁+2
𝑙+𝑁 .

Finally, we denote by Φ the map with coordinate maps ℛ∗
𝑖 .
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8. Proof of Theorem 1.3

In this section we complete the proof of Theorem 1.3 using an iterative process. The
main part is the inductive step given by Proposition 8.3. We start with a sufficiently
small perturbation 𝑓𝑛 of 𝐴 which is 𝐶1 conjugate to 𝐴. We construct a smaller pertur-
bation 𝑓𝑛+1 which is smoothly conjugate to 𝑓𝑛. The conjugacy 𝐻̃𝑛+1 between 𝑓𝑛 and
𝑓𝑛+1 is obtained using Theorem 7.4. Then the iterative process is set up so that 𝑓𝑛 con-
verges to 𝐴 and 𝐻̃1 ∘ ⋯ ∘ 𝐻̃𝑛+1 converge in sufficiently high regularity.

8.1. Iterative step and error estimate.
We recall the following results, which will be used the proof of Proposition 8.3.

Lemma 8.1 ([dlLO98, Propositions 5.5]). For any 𝑟 ≥ 1 there exists a constant𝑀𝑟 such
that for any ℎ, 𝑔 ∈ 𝐶𝑟(ℳ),

‖ℎ ∘ 𝑔‖𝐶𝑟 ≤ 𝑀𝑟 (1 + ‖𝑔‖𝑟−1𝐶1 ) (‖ℎ‖𝐶1‖𝑔‖𝐶𝑟 + ‖ℎ‖𝐶𝑟‖𝑔‖𝐶1) + ‖ℎ‖𝐶0 .
Lemma 8.2 ([La93, Lemma AII.26.]). There is 𝑑 > 0 and such that for any ℎ ∈ 𝐶𝑟(ℳ),
if ‖ℎ − 𝐼‖𝐶1 ≤ 𝑑 then ℎ−1 exists with the estimate ‖ℎ−1 − 𝐼‖𝐶𝑟 ≤ 𝐾𝑟‖ℎ − 𝐼‖𝐶𝑟 .

Proposition 8.3. Let𝐴 be aweakly irreducibleAnosov automorphismof𝕋𝑁 . Let𝛽 = 𝛽0
2 ,

where 𝛽0 is as in Theorem 1.1. There exists 0 < 𝑐 < 1
2 such that for any 𝐶

∞ perturbation
𝑓𝑛 of 𝐴 satisfying

‖𝑓𝑛 − 𝐴‖𝐶𝜍+2 < 𝑐, where 𝜎 is from Lemma 7.3,
and the conjugacy equation

𝐻𝑛 ∘ 𝑓𝑛 = 𝐴 ∘ 𝐻𝑛 with a function𝐻𝑛 ∈ 𝐶1(𝕋𝑁) with ‖𝐻𝑛 − 𝐼‖𝐶0 ≤ 𝑐(8.1)

the following holds. There exists 𝜔𝑛+1 ∈ 𝐶∞(𝕋𝑁) so that the functions
(8.2) 𝐻̃𝑛+1 = 𝐼 − 𝜔𝑛+1, 𝐻𝑛+1 = 𝐻𝑛 ∘ 𝐻̃𝑛+1, 𝑓𝑛+1 = 𝐻̃−1

𝑛+1 ∘ 𝑓𝑛 ∘ 𝐻̃𝑛+1

satisfy the new conjugacy equation
𝐻𝑛+1 ∘ 𝑓𝑛+1 = 𝐴 ∘ 𝐻𝑛+1,

and we have the following estimates.
(i) For any 𝑟 ≥ 0 and any 𝑡 > 1

‖𝜔𝑛+1‖𝐶𝑟 ≤ 𝐾𝑟min{𝑡𝜍‖𝑅𝑛‖𝐶𝑟 , ‖𝑅𝑛‖𝐶𝑟+𝜍 }, where 𝑅𝑛 = 𝑓𝑛 − 𝐴.
(ii) For the new error 𝑅𝑛+1 = 𝑓𝑛+1 − 𝐴, we have

‖𝑅𝑛+1‖𝐶0 ≤ 𝐾𝑡𝜍‖𝑅𝑛‖𝐶1‖𝑅𝑛‖𝐶0 + 𝐾ℓ𝑡−ℓ‖𝑅𝑛‖𝐶ℓ

+ 𝐾𝑙,ℓ(𝑡−ℓ+2‖𝑅𝑛‖𝐶ℓ + ‖𝑅𝑛‖
1+ 𝛽

2
𝐶2 )

𝑙−2−𝑁
𝑙+𝑁 (𝑡𝜍‖𝑅𝑛‖𝐶𝑙 )

2𝑁+2
𝑙+𝑁

for any 𝑡 > 1, ℓ ≥ 0 and 𝑙 > 𝑁 + 2; and also for any 𝑟 ≥ 0 we have
‖𝑅𝑛+1‖𝐶𝑟 ≤ 𝐾𝑟𝑡𝜍‖𝑅𝑛‖𝐶𝑟 + 𝐾𝑟.(8.3)

(iii) For the new conjugacy𝐻𝑛+1, we have
‖𝐻𝑛+1 − 𝐼‖𝐶0 ≤ 𝐾‖𝑅𝑛‖𝐶𝜍 + ‖𝐻𝑛 − 𝐼‖𝐶0 .(8.4)

Remark 8.4. The assumption in (8.1) that ‖𝐻𝑛 − 𝐼‖𝐶0 ≤ 𝑐 ensures that the conjugacy
𝐻𝑛 between 𝑓𝑛 and 𝐴 is the unique one close to the identity. Hence Theorem 1.1 gives
that ‖𝐻𝑛 − 𝐼‖𝐶1+𝛽 is small, see (8.5). This closeness plays a crucial role in the proof.
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Proof. We denote ℎ𝑛 = 𝐻𝑛 − 𝐼 and 𝑅𝑛 = 𝑓𝑛 − 𝐴 and, similarly to (6.4), we write the
conjugacy equation (8.1) as

𝐴ℎ𝑛 − ℎ𝑛 ∘ 𝑓𝑛 = 𝑅𝑛.
Wecan assume that 𝑐 < 𝛿, where 𝛿 = 𝛿(𝛽) is fromTheorem1.1, and that ‖𝐻𝑛−𝐼‖𝐶0 ≤ 𝑐
yields that𝐻 is the conjugacy close to the identity. Then Theorem 1.1 gives the estimate

‖ℎ𝑛‖𝐶1+𝛽 ≤ 𝐾‖𝑅𝑛‖𝐶1+𝛽 .(8.5)

We define

Ω𝑛 = 𝐴ℎ𝑛 − ℎ𝑛 ∘ 𝐴, and Θ𝑛 = 𝑅𝑛 −Ω𝑛 = ℎ𝑛 ∘ 𝐴 − ℎ𝑛 ∘ 𝑓𝑛.(8.6)

Lemma 8.5. ‖Θ𝑛‖
𝐶1+ 𝛽

2
≤ 𝐾𝐴 ‖𝑅𝑛‖

1+ 𝛽
2

𝐶1+𝛽 .

Proof. We omit index 𝑛 in the proof of the lemma. We note that
‖𝑅‖𝐶1+𝛽 = ‖𝑓 − 𝐴‖𝐶1+𝛽 < 𝑐 < 1.

Differentiating at 𝑥 ∈ 𝕋𝑁 we get

𝐷Θ(𝑥) = 𝐷ℎ(𝐴𝑥) ∘ 𝐴 − 𝐷ℎ(𝑓𝑥) ∘ 𝐷𝑓(𝑥)
= 𝐷ℎ(𝐴𝑥) ∘ 𝐴 − 𝐷ℎ(𝑓𝑥) ∘ 𝐴 + 𝐷ℎ(𝑓𝑥) ∘ (𝐴 − 𝐷𝑓(𝑥)),(8.7)

and hence

‖𝐷Θ‖𝐶0 ≤ ‖𝐴‖ ‖𝐷ℎ(𝐴𝑥) − 𝐷ℎ(𝑓𝑥)‖𝐶0 + ‖𝐷ℎ(𝑓𝑥) ∘ 𝐷𝑅(𝑥)‖𝐶0

≤ ‖𝐴‖ ‖𝐷ℎ‖𝐶𝛽‖𝑅‖𝛽𝐶0 + ‖𝐷ℎ‖𝐶0‖𝐷𝑅‖𝐶0

≤ ‖𝐴‖ ‖ℎ‖𝐶1+𝛽‖𝑅‖𝛽𝐶0 + ‖ℎ‖𝐶1‖𝑅‖𝐶1 .
Since we also have ‖Θ‖𝐶0 ≤ ‖ℎ‖𝐶1‖𝑅‖𝐶0 , we conclude using (8.5) and ‖𝑅‖𝐶1+𝛽 < 1
that

‖Θ‖𝐶1 ≤ ‖𝐴‖ ‖ℎ‖𝐶1+𝛽‖𝑅‖𝛽𝐶0 + ‖ℎ‖𝐶1‖𝑅‖𝐶1 ≤ 𝐾‖𝑅‖1+𝛽𝐶1+𝛽 .(8.8)

Now we estimate the Hölder norm of 𝐷Θ. By (8.7), for any 𝑥, 𝑦 ∈ 𝕋𝑁 we have

𝐷Θ(𝑥) − 𝐷Θ(𝑦) = (𝐷ℎ(𝐴𝑥) − 𝐷ℎ(𝐴𝑦)) ∘ 𝐴 + 𝐷ℎ(𝑓𝑥) ∘ (𝐷𝑓(𝑦) − 𝐷𝑓(𝑥))
+ (𝐷ℎ(𝑓𝑦) − 𝐷ℎ(𝑓𝑥)) ∘ 𝐷𝑓(𝑦),

and hence

‖𝐷Θ(𝑥) − 𝐷Θ(𝑦)‖ ≤ ‖𝐴‖ ‖𝐷ℎ(𝐴𝑥) − 𝐷ℎ(𝐴𝑦)‖ + ‖𝐷ℎ(𝑓𝑥)‖‖𝐷𝑓(𝑦) − 𝐷𝑓(𝑥)‖
+ ‖𝐷ℎ(𝑓𝑦) − 𝐷ℎ(𝑓𝑥)‖‖𝐷𝑓(𝑦)‖

≤ ‖𝐴‖ ‖𝐷ℎ‖𝐶𝛽‖𝐴𝑥 − 𝐴𝑦‖𝛽 + ‖ℎ‖𝐶1‖𝐷𝑓‖𝐶𝛽‖𝑦 − 𝑥‖𝛽

+ ‖𝑓‖𝐶1‖𝐷ℎ‖𝐶𝛽‖𝑓𝑥 − 𝑓𝑦‖𝛽

≤ ‖𝐴‖1+𝛽 ‖ℎ‖𝐶1+𝛽‖𝑥 − 𝑦‖𝛽 + ‖ℎ‖𝐶1‖𝑓‖𝐶1+𝛽‖𝑦 − 𝑥‖𝛽

+ ‖𝑓‖𝐶1‖ℎ‖𝐶1+𝛽‖𝑓‖𝛽𝐶1‖𝑥 − 𝑦‖𝛽.
We conclude using (8.5) and ‖𝑓 − 𝐴‖𝐶1+𝛽 < 1 that

‖𝐷Θ‖𝐶0,𝛽 ≤ ‖𝐴‖1+𝛽 ‖ℎ‖𝐶1+𝛽 + ‖ℎ‖𝐶1‖𝑓‖𝐶1+𝛽 + ‖ℎ‖𝐶1+𝛽‖𝑓‖1+𝛽𝐶1 ≤ 𝐾‖𝑅‖𝐶1+𝛽 .(8.9)
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Therefore

‖Θ‖𝐶1+𝛽 ≤ ‖Θ‖𝐶1 + ‖𝐷Θ‖𝐶0,𝛽 ≤ 2𝐾‖𝑅‖𝐶1+𝛽 .(8.10)

Finally, we complete the proof of the lemma using an interpolation inequality

‖Θ‖
𝐶1+ 𝛽

2
≤ 𝐾‖Θ‖

1
2
𝐶1‖Θ‖

1
2
𝐶1+𝛽 ≤ 𝐾𝐴‖𝑅‖

1+ 𝛽
2

𝐶1+𝛽 .(8.11)

□

We recall that there exists a collection of smoothing operators 𝔰𝑡, 𝑡 > 0, such that
for any 𝑠 ≥ 𝑠1 ≥ 0 and 𝑠2 ≥ 0, for any 𝑔 ∈ 𝐶𝑠(𝕋𝑁) the following holds, see [DKt10] and
[Ha82]:

‖𝔰𝑡𝑔‖𝐶𝑠+𝑠2 ≤ 𝐾𝑠,𝑠2 𝑡𝑠2 ‖𝑔‖𝐶𝑠 , and ‖(𝐼 − 𝔰𝑡)𝑔‖𝐶𝑠−𝑠1 ≤ 𝐾𝑠,𝑠′ 𝑡−𝑠1 ‖𝑔‖𝐶𝑠 .(8.12)

We write (8.6) as

𝐴ℎ𝑛 − ℎ𝑛 ∘ 𝐴 = Ω𝑛 = 𝑅𝑛 − Θ𝑛 = [𝔰𝑡𝑅𝑛] + [(𝐼 − 𝔰𝑡)𝑅𝑛 − Θ𝑛] ≕ ℛ + Ψ(8.13)

and apply Theorem 7.4 to get the new splitting and obtain the estimates:

𝔰𝑡𝑅𝑛 = 𝐴𝜔𝑛+1 − 𝜔𝑛+1 ∘ 𝐴 + Φ𝑛,(8.14)

where 𝜔𝑛+1 and Φ𝑛 are 𝐶∞ maps with the estimates:

‖𝜔𝑛+1‖𝐶𝑟 ≤ 𝐾𝑟‖𝔰𝑡(𝑅𝑛)‖𝐶𝑟+𝜍
(𝑎)
≤ 𝐾𝑟min{𝑡𝜍‖𝑅𝑛‖𝐶𝑟 , ‖𝑅𝑛‖𝐶𝑟+𝜍 }, and(8.15)

‖Φ𝑛‖𝐶0 ≤ 𝐾𝑙(‖(𝐼 − 𝔰𝑡)𝑅𝑛 − Θ𝑛‖
𝐶1+ 𝛽

2
)
𝑙−2−𝑁
𝑙+𝑁 (‖𝔰𝑡𝑅𝑛‖𝐶𝑙+𝜍)

2𝑁+2
𝑙+𝑁

(𝑏)
≤ 𝐾𝑙(‖(𝐼 − 𝔰𝑡)𝑅𝑛‖𝐶2 + ‖𝑅𝑛‖

1+ 𝛽
2

𝐶2 )
𝑙−2−𝑁
𝑙+𝑁 (‖𝔰𝑡𝑅𝑛‖𝐶𝑙+𝜍)

2𝑁+2
𝑙+𝑁

(𝑎)
≤ 𝐾𝑙,ℓ(𝑡−ℓ+2‖𝑅𝑛‖𝐶ℓ + ‖𝑅𝑛‖

1+ 𝛽
2

𝐶2 )
𝑙−2−𝑁
𝑙+𝑁 (𝑡𝜍‖𝑅𝑛‖𝐶𝑙 )

2𝑁+2
𝑙+𝑁(8.16)

for any 𝑟, ℓ ≥ 0 and any 𝑙 > 𝑁 + 2. Here in (𝑎) we use (8.12) and in (𝑏) we use (8.11).
From equation (8.14) we obtain a 𝐶𝑟 estimate for Φ𝑛 with 𝑟 ≥ 0

‖Φ𝑛‖𝐶𝑟 = ‖𝐴𝜔𝑛+1 − 𝜔𝑛+1 ∘ 𝐴 − 𝔰𝑡𝑅𝑛‖𝐶𝑟 ≤ 𝐾‖𝜔𝑛+1‖𝐶𝑟 + ‖𝔰𝑡𝑅𝑛‖𝐶𝑟
(1)
≤ 𝐾𝑟𝑡𝜍‖𝑅𝑛‖𝐶𝑟 .

Here in (1) we use (8.12) and (8.15).
Let 𝐻̃𝑛+1 = 𝐼 − 𝜔𝑛+1. From (8.15) we can assume that ‖𝜔𝑛+1‖𝐶1 < min{ 12 , 𝑑} (see

Lemma 8.2) if 𝑐 is sufficiently small. Hence 𝐻̃𝑛+1 is invertible. We estimate the new
error 𝑅𝑛+1 = 𝑓𝑛+1 − 𝐴 by using

𝑓𝑛+1 = 𝐻̃−1
𝑛+1 ∘ 𝑓𝑛 ∘ 𝐻̃𝑛+1 ⇒ 𝐻̃𝑛+1 ∘ 𝑓𝑛+1 = 𝑓𝑛 ∘ 𝐻̃𝑛+1

⇒ (𝐼 − 𝜔𝑛+1) ∘ 𝑓𝑛+1 = 𝑓𝑛 ∘ 𝐻̃𝑛+1 ⇒ 𝑓𝑛+1 = 𝜔𝑛+1 ∘ 𝑓𝑛+1 + 𝑓𝑛 ∘ 𝐻̃𝑛+1.

This gives

𝑅𝑛+1 = 𝜔𝑛+1 ∘ 𝑓𝑛+1 + 𝑓𝑛 ∘ 𝐻̃𝑛+1 − 𝐴
= 𝜔𝑛+1 ∘ 𝑓𝑛+1 + (𝑅𝑛 + 𝐴) ∘ (𝐼 − 𝜔𝑛+1) − 𝐴
= 𝜔𝑛+1 ∘ 𝑓𝑛+1 + 𝑅𝑛 ∘ (𝐼 − 𝜔𝑛+1) − 𝐴 ∘ 𝜔𝑛+1.
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Hence we see that 𝑅𝑛+1 has three parts:

𝑅𝑛+1 = (𝜔𝑛+1 ∘ 𝑓𝑛+1 − 𝜔𝑛+1 ∘ 𝐴)⏟⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏟
ℰ1

+ (𝑅𝑛 ∘ (𝐼 − 𝜔𝑛+1) − 𝑅𝑛)⏟⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⏟
ℰ2

+ (𝜔𝑛+1 ∘ 𝐴 − 𝐴 ∘ 𝜔𝑛+1 + 𝑅𝑛)⏟⎵⎵⎵⎵⎵⎵⎵⏟⎵⎵⎵⎵⎵⎵⎵⏟
ℰ3

.

We note that

‖ℰ1‖𝐶0 ≤ ‖𝜔𝑛+1‖𝐶1‖𝑓𝑛+1 − 𝐴‖𝐶0
(0)
≤ 1

2‖𝑅𝑛+1‖𝐶0 ,

‖ℰ2‖𝐶0 ≤ 𝐾‖𝑅𝑛‖𝐶1‖𝜔𝑛+1‖𝐶0
(1)
≤ 𝐾𝑡𝜍‖𝑅𝑛‖𝐶1‖𝑅𝑛‖𝐶0 , and

‖ℰ3‖𝐶0 = ‖Φ𝑛 + (𝐼 − 𝔰𝑡)𝑅𝑛‖𝐶0

≤ ‖Φ𝑛‖𝐶0 + ‖(𝐼 − 𝔰𝑡)𝑅𝑛‖𝐶0
(2)
≤ ‖Φ𝑛‖𝐶0 + 𝐾ℓ𝑡−ℓ‖𝑅𝑛‖𝐶ℓ

for any ℓ ≥ 0. Here in (0) we recall that ‖𝜔𝑛+1‖𝐶1 < 1
2 ; in (1) we use (8.15); and in (2)

we use (8.12). Hence it follows that

‖𝑅𝑛+1‖𝐶0 ≤ ‖ℰ1‖𝐶0 + ‖ℰ2‖𝐶0 + ‖ℰ3‖𝐶0 ≤ 1
2‖𝑅𝑛+1‖𝐶0 + ‖ℰ2‖𝐶0 + ‖ℰ3‖𝐶0 ,

which gives

‖𝑅𝑛+1‖𝐶0 ≤ 2‖ℰ2‖𝐶0 + 2‖ℰ3‖𝐶0 ≤ 𝐾𝑡𝜍‖𝑅𝑛‖𝐶1‖𝑅𝑛‖𝐶0 + 𝐾𝑟𝑡−ℓ‖𝑅𝑛‖𝐶ℓ + ‖Φ𝑛‖𝐶0

(3)
≤ 𝐾𝑡𝜍‖𝑅𝑛‖𝐶1‖𝑅𝑛‖𝐶0 + 𝐾ℓ𝑡−ℓ‖𝑅𝑛‖𝐶ℓ

+ 𝐾𝑙,ℓ(𝑡−ℓ+2‖𝑅𝑛‖𝐶ℓ + ‖𝑅𝑛‖
1+ 𝛽

2
𝐶2 )

𝑙−2−𝑁
𝑙+𝑁 (𝑡𝜍‖𝑅𝑛‖𝐶𝑙 )

2𝑁+2
𝑙+𝑁

for any 𝑙 > 𝑁 + 2. Here in (3) we use (8.16).
Now we estimate ‖𝑅𝑛+1‖𝐶𝑟 . We note that

𝑅𝑛+1 = (𝐼 − 𝜔𝑛+1)−1 ∘ (𝑅𝑛 + 𝐴) ∘ (𝐼 − 𝜔𝑛+1) − 𝐴 = (𝐼 − 𝜔𝑛+1)−1 ∘ 𝑃 − 𝐴.

By Lemma 8.1 we have

‖𝑃‖𝐶𝑟 ≤ 𝑀𝑟 (1 + ‖𝐼 − 𝜔𝑛+1‖𝑟−1𝐶1 )
⋅ (‖𝑅𝑛 + 𝐴‖𝐶1‖𝐼 − 𝜔𝑛+1‖𝐶𝑟 + ‖𝑅𝑛 + 𝐴‖𝐶𝑟‖𝐼 − 𝜔𝑛+1‖𝐶1) + ‖𝑅𝑛 + 𝐴‖𝐶0

(1)
≤ 𝐾𝑟𝑡𝜍‖𝑅𝑛‖𝐶𝑟 + 𝐾𝑟, and ‖𝑃‖𝐶1

(1)
≤ 𝐾.

Here in (1) we use the fact that 𝜔𝑛+1 satisfies the estimates ‖𝜔𝑛+1‖𝐶𝑟 ≤ 𝐾𝑟𝑡𝜍‖𝑅𝑛‖𝐶𝑟

(see (8.15)) and ‖𝜔𝑛+1‖𝐶1 < 1
2 . Using Lemma 8.2 this also implies that

‖(𝐼 − 𝜔𝑛+1)−1‖𝐶𝑟 ≤ 1 + 𝐾𝑟‖𝜔𝑛+1‖𝐶𝑟 ≤ 1 + 𝐾𝑟,1𝑡𝜍‖𝑅𝑛‖𝐶𝑟 .

As a direct consequence of Lemma 8.1 and the above discussion we have

‖𝑅𝑛+1‖𝐶𝑟 ≤ 𝑀𝑟 (1 + ‖𝑃‖𝑟−1𝐶1 ) (‖(𝐼 − 𝜔𝑛+1)−1‖𝐶1‖𝑃‖𝐶𝑟 + ‖(𝐼 − 𝜔𝑛+1)−1‖𝐶𝑟‖𝑃‖𝐶1) + 𝐾
≤ 𝐾𝑟‖𝑃‖𝐶𝑟 + 𝐾𝑟𝑡𝜍‖𝑅𝑛‖𝐶𝑟 + 𝐾1 ≤ 𝐾𝑟,1𝑡𝜍‖𝑅𝑛‖𝐶𝑟 + 𝐾𝑟,1.
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To get (8.4) we have

‖𝐻𝑛+1 − 𝐼‖𝐶0 = ‖𝐻𝑛 ∘ (𝐼 − 𝜔𝑛+1) − 𝐼‖𝐶0 ≤ ‖𝐻𝑛 ∘ (𝐼 − 𝜔𝑛+1) − 𝐻𝑛‖𝐶0 + ‖𝐻𝑛 − 𝐼‖𝐶0

≤ ‖𝐻𝑛‖𝐶1‖𝜔𝑛+1‖𝐶0 + ‖𝐻𝑛 − 𝐼‖𝐶0
(1)
≤ 𝐾‖𝑅𝑛‖𝐶𝜍 + ‖𝐻𝑛 − 𝐼‖𝐶0 .

Here in (1) we use (8.15) with 𝑟 = 0 as well as (8.5). The latter gives

‖𝐻𝑛 − 𝐼‖𝐶1 = ‖ℎ𝑛‖𝐶1 ≤ 𝐾‖𝑅𝑛‖𝐶1 = 𝐾‖𝑓𝑛 − 𝐴‖𝐶1 ≤ 𝐾𝑐,

which yields a uniform bound for 𝐶1 norms of 𝐻𝑛 under consideration. □

8.2. The iteration scheme. First we note that by [dlL92, Theorem 6.1] there exists
𝜎0 = 𝜎0(𝐴) ∈ ℕ such that if 𝐻 and 𝐻−1 are 𝐶𝜍0 then 𝐻 and 𝐻−1 are 𝐶∞.
To set up the iterative process we take ℓ sufficiently large so that the following holds

(8.17)
ℓ ≥ max{3𝜎 + 10

1 − 𝛽
3

, 24𝜎𝛽 , 2(5max{𝜎0, 𝜎} + 1), 2(2𝜎 + 5)} ,

(1 + 𝛽
2 ) (1 −

5
ℓ ) (

ℓ − 2 − 𝑁
ℓ + 𝑁 ) − 22𝑁 + 2

ℓ + 𝑁 ≥ 1 + 𝛽
3 .

Now we construct 𝑅𝑛, 𝑓𝑛, 𝜔𝑛 and 𝐻𝑛 inductively as follows. For 𝑛 = 0 we take

𝑓0 = 𝑓, 𝐻0 = 𝐻, 𝑅0 = 𝑓 − 𝐴, 𝜔0 = 0, and define 𝜖𝑛 = 𝜖𝛾𝑛 ,

where 𝛾 = 1 + 𝛽
4 and 𝜖 > 0 is sufficiently small so that the following holds

‖𝑅0‖𝐶0 ≤ 𝜖0 = 𝜖, ‖𝑅0‖𝐶ℓ ≤ 𝜖−10 , ‖𝐻0 − 𝐼‖𝐶0 < 𝜖
1
2
0 .

We note that 𝐻0 ∈ 𝐶1(𝕋𝑁) by Theorem 1.1. Now we assume inductively that 𝐻𝑛 ∈
𝐶1(𝕋𝑁) satisfies the conjugacy equation

𝐻𝑛 ∘ 𝑓𝑛 = 𝐴 ∘ 𝐻𝑛

and that 𝐻𝑛 and 𝑅𝑛 = 𝑓𝑛 − 𝐴 satisfy

‖𝑅𝑛‖𝐶0 ≤ 𝜖𝑛, ‖𝑅𝑛‖𝐶ℓ ≤ 𝜖−1𝑛 , ‖𝐻𝑛 − 𝐼‖𝐶0 <
𝑛−1
∑
𝑖=0

𝜖
1
2
𝑖 .(8.18)

By interpolation inequalities we have

‖𝑅𝑛‖𝐶𝜍+2 ≤ 𝐾ℓ‖𝑅𝑛‖
ℓ−2−𝜍

ℓ
𝐶0 ‖𝑅𝑛‖

2+𝜍
ℓ

𝐶ℓ < 𝜖1−
5+2𝜍
ℓ𝑛 ≤ 𝜖

1
2𝑛 ,(8.19)

provided ℓ ≥ 2(2𝜎 + 5). Here, and subsequently, we estimate various constants from
above by 𝜖−

1
ℓ𝑛 . This can be done since ℓ is fixed, we can take 𝜖 small enough. We also

have

‖𝐻𝑛 − 𝐼‖𝐶0 <
𝑛−1
∑
𝑖=0

𝜖
1
2
𝑖 <

∞
∑
𝑖=1
(𝜖

1
4 )𝑖 < 2𝜖

1
4 .(8.20)

Then (8.19) and (8.20) allow us to use Proposition 8.3 to obtain the new iterates 𝑅𝑛+1,
𝑓𝑛+1,𝜔𝑛+1 and𝐻𝑛+1. Nowwe show that these iterates satisfy the inductive assumption
and establish appropriate convergence.
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8.3. Inductive estimates and convergence.
We use Proposition 8.3 with 𝑡𝑛 = 𝜖−

3
ℓ𝑛 and 𝑙 = ℓ to verify (8.18) for the new iterate.

(1) 𝐶ℓ estimate for 𝑅𝑛+1

‖𝑅𝑛+1‖𝐶ℓ ≤ 𝐾ℓ𝑡𝜍𝑛‖𝑅𝑛‖𝐶ℓ + 𝐾ℓ ≤ 𝐾ℓ𝜖
− 3𝜍

ℓ𝑛 (𝜖−1𝑛 + 1) < 𝜖−1−
𝛽
8−

3𝜍
ℓ𝑛 ≤ 𝜖−1−

𝛽
4𝑛 = 𝜖−1𝑛+1,

provided ℓ ≥ 24𝜍
𝛽 .

(2) 𝐶0 estimate for 𝑅𝑛+1
‖𝑅𝑛+1‖𝐶0 ≤ 𝐾𝑡𝜍𝑛‖𝑅𝑛‖2𝐶2 + 𝐾ℓ𝑡−ℓ𝑛 ‖𝑅𝑛‖𝐶ℓ

+ 𝐾ℓ(𝑡−ℓ+2𝑛 ‖𝑅𝑛‖𝐶ℓ + ‖𝑅𝑛‖
1+ 𝛽

2
𝐶2 )

ℓ−2−𝑁
ℓ+𝑁 (𝑡𝜍𝑛‖𝑅𝑛‖𝐶ℓ )

2𝑁+2
ℓ+𝑁

(a)
≤ 𝐾𝜖2 −

3𝜍+10
ℓ𝑛 + 𝐾ℓ𝜖3𝑛𝜖−1𝑛

+ 𝐾ℓ(𝜖
3(ℓ−2)

ℓ𝑛 𝜖−1𝑛 + 𝜖(1 +
𝛽
2 )(1 −

5
ℓ )𝑛 )

ℓ−2−𝑁
ℓ+𝑁 (𝜖−

3𝜍
ℓ𝑛 𝜖−1𝑛 )

2𝑁+2
ℓ+𝑁

(b)
≤ 𝐾𝜖2 −

3𝜍+10
ℓ𝑛 + 𝐾ℓ𝜖2𝑛 + 2𝐾ℓ(𝜖

(1 + 𝛽
2 )(1 −

5
ℓ )𝑛 )

ℓ−2−𝑁
ℓ+𝑁 (𝜖−2𝑛 )

2𝑁+2
ℓ+𝑁

(c)
< 𝜖𝛾𝑛 = 𝜖𝑛+1.

Here in (𝑎) we use interpolation inequalities:

‖𝑅𝑛‖𝐶2 ≤ 𝐶‖𝑅𝑛‖
ℓ−2
ℓ

𝐶0 ‖𝑅𝑛‖
2
ℓ
𝐶ℓ < 𝜖1 −

5
ℓ𝑛 ;(8.21)

in (𝑏) we note that

(1 + 𝛽
2 )(1 −

5
ℓ ) < 2(1 − 5

ℓ ) < 2 − 6
ℓ and 3𝜎

ℓ < 1.

Then 𝜖−
3𝜍
ℓ𝑛 𝜖−1𝑛 < 𝜖−2𝑛 and

max{𝜖(1 +
𝛽
2 )(1 −

5
ℓ )𝑛 , 𝜖

3(ℓ−2)
ℓ𝑛 𝜖−1𝑛 } = 𝜖(1 +

𝛽
2 )(1 −

5
ℓ )𝑛 ;

in (𝑐) we use

𝜖2 −
3𝜍+10

ℓ𝑛 < 𝜖1+
𝛽
3𝑛 , (𝜖(1 +

𝛽
2 )(1 −

5
ℓ )𝑛 )

ℓ−2−𝑁
ℓ+𝑁 (𝜖−2𝑛 )

2𝑁+2
ℓ+𝑁 < 𝜖1+

𝛽
3𝑛 ,

provided

2 − 3𝜎 + 10
ℓ ≥ 1 + 𝛽

3 , (1 + 𝛽
2 )(1 −

5
ℓ )(

ℓ − 2 − 𝑁
ℓ + 𝑁 ) − 22𝑁 + 2

ℓ + 𝑁 ≥ 1 + 𝛽
3 .

By (8.17) and the assumption all inequalities above are satisfied.
(3) 𝐶𝜍0 estimate for 𝜔𝑛+1: By interpolation inequalities we have

‖𝑅𝑛‖𝐶𝜍0 ≤ 𝐾ℓ‖𝑅𝑛‖
ℓ−𝜍0
ℓ

𝐶0 ‖𝑅𝑛‖
𝜍0
ℓ
𝐶ℓ < 𝜖1 −

2𝜍0+1
ℓ𝑛 .

Hence we have

‖𝜔𝑛+1‖𝐶𝜍0 ≤ 𝐾𝑡𝜍𝑛‖𝑅𝑛‖𝐶𝜍0 ≤ 𝐾𝜖−
3𝜍
ℓ𝑛 𝜖1 −

2𝜍0+1
ℓ𝑛 < 𝜖

1
2𝑛 ,(8.22)

provided
3𝜎
ℓ + 1 − 2𝜎0 + 1

ℓ > 1
2 ,

which is satisfied for ℓ > 2(5max{𝜎0, 𝜎} + 1).



326 BORIS KALININ, VICTORIA SADOVSKAYA, AND ZHENQI JENNYWANG

(4) 𝐶0 estimate for 𝐻𝑛+1: By (8.19) we have

‖𝐻𝑛+1 − 𝐼‖𝐶0 ≤ 𝐾‖𝑅𝑛‖𝐶𝜍 + ‖𝐻𝑛 − 𝐼‖𝐶0 < 𝐾𝜖1−
5+2𝜍
ℓ𝑛 +

𝑛−1
∑
𝑖=0

𝜖
1
2𝑛 ≤ 𝜖

1
2𝑛 +

𝑛−1
∑
𝑖=0

𝜖
1
2
𝑖 =

𝑛
∑
𝑖=0

𝜖
1
2
𝑖 .

Consequently, we have

𝑓𝑛+1 = 𝐻̃−1
𝑛+1 ∘ 𝐻̃−1

𝑛 ∘ ⋯ ∘ 𝐻̃−1
1 ∘ 𝑓 ∘ 𝐻̃1 ∘ ⋯ ∘ 𝐻̃𝑛+1 = 𝔏−1𝑛+1 ∘ 𝑓 ∘ 𝔏𝑛+1,

where 𝐻̃𝑖 = 𝐼 − 𝜔𝑖, 1 ≤ 𝑖 ≤ 𝑛 + 1, and 𝔏𝑛+1 = 𝐻̃1 ∘ ⋯ ∘ 𝐻̃𝑛+1.
Finally, (8.22) implies that 𝔏𝑛 converges in 𝐶𝜍0 topology to a 𝐶𝜍0 diffeomorphism 𝐻,
which is a conjugacy between 𝑓 and 𝐴. By [dlL92, Theorem 6.1] and the choice of 𝜎0
we conclude that𝐻 is a 𝐶∞ diffeomorphism. Similarly, if 𝑓 was assumed to be only 𝐶𝑘

with 𝑘 ≥ ℓ, [dlL92, Theorem 6.1] yields that 𝐻 is 𝐶𝑘−𝜖.
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